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Preface

We are delighted to introduce the proceedings of the 2017 European Alliance for
Innovation (EAI) International Conference on Industrial Networks and Intelligent
Systems (INISCOM). This conference brought together researchers, developers, and
practitioners from around the world who are leveraging and developing industrial
networks and intelligent systems.

The theme of INISCOM 2017 was “Industry Inspired Future Technologies: A more
intelligent industrial system”.

The technical program of INISCOM 2017 consisted of 31 full papers in oral pre-
sentation sessions during the main conference tracks. The conference tracks were:
Track 1—Telecommunications Systems and Networks; Track 2—Industrial Applica-
tions of Intelligent Systems; Track 3—Intelligent Systems and Applications; Track
4—Information Processing and Data Analysis; Track 5—Signal Processing; Track
6—Hardware and Software Design and Development; Track 7—Security and Privacy.

Apart from the high-quality technical paper presentations, the technical program
also featured two keynote speeches, and two invited talks.

The two keynote speeches were by Prof. Octavia A. Dobre from Memorial
University, Canada, and Prof. Muhammad Imran from Glasgow College UESTC, UK.
The invited talks were presented by Prof. Nguyen Van Thu from Ho Chi Minh City
University of Transport, Vietnam, and Prof. Trung Q. Duong from Queen’s University
Belfast, UK.

Coordination with the steering chairs, Prof. Imrich Chlamtac, Prof. Lei Shu, Prof.
Carlo Cecati, and Prof. Song Guo, was essential for the success of the conference. We
sincerely appreciate their constant support and guidance. It was also a great pleasure to
work with such an excellent Organizing Committee team for their hard work in
organizing and supporting the conference. In particular, the Technical Program
Committee, led by the co-chairs, Dr. Huu Khuong Nguyen, Dr. Xuan-Kien Dang, Dr.
Nguyen-Son Vo, who completed the peer-review process of technical papers and
created a high-quality technical program. We are also grateful to the conference
manager, Lenka Bilska, and publications manager, Erika Pokorna for their support, and
all the authors who submitted their papers to INISCOM 2017.

We strongly believe that the INISCOM conference provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to intelligent systems. We also expect that future INISCOM confer-
ences will be as successful and stimulating, as indicated by the contributions presented
in this volume.

December 2017 Trung Q. Duong
Yuanfang Chen
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Swarm Intelligence Inspired Adaptive Traffic
Control for Traffic Networks

Daxin Tian1,3,4, Yu Wei1,3,4, Jianshan Zhou1,3,4, Kunxian Zheng1,3,4,
Xuting Duan1,3,4(&), Yunpeng Wang1,3,4, Wenyang Wang2,

Rong Hui2, and Peng Guo2

1 Beijing Advanced Innovation Center for Big Data and Brain Computing,
Beihang University, XueYuan Road No. 37, Beijing 100191, China

231665217@qq.com
2 China Automotive Technology and Research Center, Automotive Engineering

Research Institute, East Xianfeng Road No. 68, Tianjin 300300, China
3 Beijing Key Laboratory for Cooperative Vehicle Infrastructure Systems
and Safety Control, School of Transportation Science and Engineering,
Beihang University, XueYuan Road No. 37, Beijing 100191, China

4 Jiangsu Province Collaborative Innovation Center of Modern Urban Traffic
Technologies, Si Pai Lou. 2, Nanjing 210096, China

Abstract. The internet of Vehicles (IoV) technologies have boosted diverse
applications related to Intelligent Transportation System (ITS) and Traffic
Information Systems (TIS), which have significant potential to advance man-
agement of complex and large-scale traffic networks. With the goal of adaptive
coordination of a traffic network to achieve high network-wide traffic efficiency,
this paper develops a bio-inspired adaptive traffic signal control for real-time
traffic flow operations. This adaptive control model is proposed based on swarm
intelligence, inspired from particle swarm optimization. It treats each signalized
traffic intersection as a particle and the whole traffic network as the particle
swarm, then optimizes the global traffic efficiency in a distributed and on-line
fashion. Our simulation results show that the proposed algorithm can achieve
the performance improvement in terms of the queuing length and traffic flow
allocation.

Keywords: Particle swarm optimization � Traffic signal control
Adaptive control

1 Introduction

Internet of vehicles (IoV) has boosted diverse applications with its rapid development.
In the transportation network, IoV improves the communication abilities between
vehicles, which can help avoid the collision accident, resulting a substantial increase in
road safety [1]. Communications between vehicles can provide the real-time vehicle
dynamic information [2]. With the rapid development of the city road network, the
efficiency of the net-wide traffic system is more significant. IoV enhances the exchange
of information between vehicles and the road network [3], and improves the Intelligent
Transportation System (ITS) and Traffic Information Systems (TIS). Based on this, we

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Y. Chen and T. Q. Duong (Eds.): INISCOM 2017, LNICST 221, pp. 3–13, 2018.
https://doi.org/10.1007/978-3-319-74176-5_1



can get a better grasp of the real-time dynamic traffic information, and a novel adapted
signal control is proposed. The management of the traffic signal control is essential for
traffic operation, and numbers of profound research have been done in this hot area.

To ease the traffic pressure, Lin Cao and Bin Hu proposed a traffic signal control
based on Action-Dependent Heuristic Dynamic Programming (ADHDP). It is specially
adapted to the two intersections traffic model [4]. Daxin Tian and Jianshan Zhou
proposed a adaptive signal control model based on the cellular attractor selection, and
investigated the robustness and adaptivity of the model [5]. And an adaptive signal
control scheme was put forward to prevent intersection traffic blockage [6]. To improve
the traffic system performance, a set of algorithms on the traffic signal timing based on
the deep neural network (DNN) were also proposed [7]. But with the extension of the
city, the road network is becoming bigger, thus a concise and effective traffic signal
control model is needed.

We propose a bio-inspired adaptive traffic signal control for the road network with
multiple intersections [8, 9]. Due to the topology structure of the road network, inspired
by particle swarm optimization, we consider the traffic signal control of an intersection
as a particle and the control of the entire traffic network as a networking particle swarm
[10, 11]. We propose a adaptive algorithm to improve the traffic conditions.

In this paper, the traffic dynamic model is displayed in the Sect. 2, and in the
Sect. 3, we propose the new algorithm on the traffic signal control on the road network
with multiple intersections. Section 4 presents the simulation we set up to test our
model and discusses the results of it. Section 5 concludes the paper.

2 Traffic Flow Model

Initially, a single intersection is discussed. Considering the straight and left-turn
movements, one direction of a intersection is divided into two kinds of flows. One
crossroad’s four directions are composed of 8 movements, which are controlled by 8
groups of signal lights labeled as Fig. 1 shows.

4
7

2

5

83

6

1

Fig. 1. Typical traffic intersection
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Assuming that the signal phases switch with the equal time interval, we get each
movement’s state transition equation. The current queuing length of each movement is
updated by the queuing length of the last time and the varying queuing length. The state
of each alignment is updated with every same time interval, which is denoted as t.

Ai tð Þ ¼ Ai t � 1ð ÞþDAi tð Þ i ¼ 1; 2; 3. . .8 ð1Þ

The varying length of the alignment DA is the difference of the incoming flow and
the output flow:

DAi tð Þ ¼ Ai
in tð Þ � Ai

out tð Þ ð2Þ

The alignments in an intersection are denoted as the vector:

AðtÞ ¼ ½A1 tð Þ;A2 tð Þ;A3 tð Þ. . .A8 tð Þ�T ð3Þ

The incoming flow and output flow are expressed as:

Ain tð Þ ¼ ½A1
in tð Þ;A2

in tð Þ;A3
in tð Þ. . .A8

in tð Þ�T ð4Þ

Aout tð Þ ¼ ½A1
out tð Þ;A2

out tð Þ;A3
out tð Þ. . .A8

out tð Þ�T ð5Þ

The signal phase is denoted as an 8 dimensional binary vector s tð Þ, si tð Þ ¼ 1
represents that ith signal light is green and the lane is released. si tð Þ ¼ 0 represents that
the signal light is red.

s tð Þ ¼ ½si tð Þ�T i ¼ 1; 2; 3. . .8 ð6Þ

The output flow rate is related to the current signal phase s tð Þ and the current
queuing length A tð Þ which is denoted as:

Aout tð Þ ¼ foutðs tð Þ;A tð ÞÞ ð7Þ

where the function f jout is expressed as:

f jout ¼ min Aj tð Þ; DtI
� �

; s j tð Þ ¼ 1;
0; s j tð Þ ¼ 0

�
ð8Þ

f out tð Þ ¼ ½f jout tð Þ�T j ¼ 1; 2; 3. . .8 ð9Þ

The Aj tð Þ stands for the current alignment length, I stands for the average passing
time between two neighboring vehicles. Dt is denoted as the green light time. s j tð Þ ¼ 1
represents that the lane is released and s j tð Þ ¼ 0 represents that the lane is blocked.

Swarm Intelligence Inspired Adaptive Traffic Control 5



Single intersection can be promoted to large road network. We put emphasis on
discussing the four-intersection road network. There are 8 � 4 = 32 different move-
ments controlled by signal lights which are labeled as the Fig. 2 shows:

The traffic flow vectors of the four-intersection road network include:

s tð Þ ¼ ½s1 tð Þ; s2 tð Þ; s3 tð Þ; s4 tð Þ�T ð10Þ

Aout tð Þ ¼ Aout1 tð Þ;Aout2 tð Þ;Aout3 tð Þ;Aout4 tð Þ½ �T ð11Þ

Ain tð Þ ¼ ½Ain1 tð Þ;Ain2 tð Þ;Ain3 tð Þ;Ain4 tð Þ�T ð12Þ

A tð Þ ¼ ½A1 tð Þ;A2 tð Þ;A3 tð Þ;A4 tð Þ�T ð13Þ

The directions of the intersections can be categorized into two types:

External direction, which is connected with a node outside the system we consider.
Internal direction, which is connected with the intersection inside the system we
consider.

For internal direction, the entering flow of the alignment is from the other three
nodes in the road network. Taking intersection I for example, the entering flow of the
movements labeled as 1st and 6th can only be from 3rd and 6th movements of the
intersection II. So the increased queuing length of the intersection I is related to the
queuing length and the signal control s2 tð Þ of the intersection II. The flow transition
equation of the movements can be expressed as:

A1;6
in1ðtþ 1Þ ¼ finðA1;6

2 tð Þ; s2 tð ÞÞ ð14Þ

4 7

2

5
8

3

6

1
4 7

2

5
8

3

6

1

4 7

2

5
8

3

6

1
4 7

2

5
8

3

6

1

Fig. 2. Traffic network with four intersections
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3 Swarm Intelligent Inspired Adaptive Traffic Control Model

Based on the NEMA (National Electrical Manufacturers Association) 8-phase dual-ring
control, the signal phases are classified into two types: the west/east direction and the
south/north direction. In the real operation process, the green lights which control the
release of the lane can only be lighted in one of the types. Additionally, the changing
model of the signal lights is limited. According to the NEMA phase, the next-time
signal control phase is related to the current phase. For example, if the current control
phase s tð Þ is (1 0 0 0 1 0 0 0), which also can be denoted as 1 + 5, the next-time signal
phase s tþ 1ð Þ can only be selected from the 1 + 6, 2 + 5 and 2 + 6. Every intersection
in a traffic network faces such choices. We treat this problem as a decision strategy
problem (Fig. 3).

For an eight-phase dual-ring signal control loop, there are four nodes needed to
make the decision from three choices to select the next signal phase:

m1 ¼ p11; p
2
1; p

3
1

� �T

m2 ¼ p12; p
2
2; p

3
2

� �T

m3 ¼ p13; p
2
3; p

3
3

� �T

m4 ¼ p14; p
2
4; p

3
4

� �T
ð15Þ

m1, m2, m3, m4 respectively represent the probability vectors when going through
the phases of 1 + 5, 4 + 8, 2 + 6 and 3 + 7 in the loop.

p1; p2 and p3 respectively represent the probability value, which satisfying the
function: p1 þ p2 þ p3 ¼ 1. If the current signal control is 1 + 5, p11; p

2
1; p

3
1 respectively

represent the probability value of choosing the phase of 1 + 6, 2 + 5 and 2 + 6 as the
next-time signal phase. We choose the largest fraction max p1i ; p

2
i ; p

3
i ;

� �
from the three

choices as the next-time signal phase.

2+5

1+6

1+5 2+6 3+7

4+7

3+8

4+8

Fig. 3. Primary phasing options for 8-phase dual-ring control

Swarm Intelligence Inspired Adaptive Traffic Control 7



The complete loop of the NEMA phases can be expressed as:

x ¼ ½m1;m2;m3;m4�T ð16Þ

The next time signal control transition is defined as:

s tþ 1ð Þ ¼ fsðs tð Þ; xÞ ð17Þ

Inspired by the foraging behavior of birds, we consider the signal selection strategy
of one intersection a particle and the selections of the entire traffic network as a
networking particle swarm, we map the sequential signal operations of each intersec-
tion to the iterative updates of the position and velocity of the corresponding virtualized
particle induced by the particle swarm optimization (PSO). Every particle has its own
corresponding function. Because the entire traffic is inflow-related, every particle has
relation with other particle. Formulating the global objective to optimize the global
traffic efficiency as a collection of individual objectives, we implement the iterative
PSO in a distributed fashion over the network of particles, in which each particle can
sense the surrounding real-time traffic state, share its own signal control and state
information with other local particles, and coordinate its own signal control with other
particles’ controls to get a better traffic condition.

Based on the particle swarm intelligence algorithm, we set the velocity as:

n1 ¼ r11 ; r
2
1 ; r

3
1

� �T

n2 ¼ r12 ; r
2
2 ; r

3
2

� �T

n3 ¼ r13 ; r
2
3 ; r

3
3

� �T

n4 ¼ r14 ; r
2
4 ; r

3
4

� �T
ð18Þ

We initialize the fraction of the vector of the velocity as random value. During the
process of interating, the values will have adaptive changes.

We can get the general vector of the velocity:

v ¼ n1; n2; n3; n4½ �T ð19Þ

For the network with four intersections

x1; x2; x3; x4 2 Ui ð20Þ

The velocity v is updated as:

viþ 1 tþ 1ð Þ ¼ vi tð Þþx xbesti tð Þ � xi tð Þ
� �þð1� xÞðxbestUi

tð Þ � xi tð ÞÞ ð21Þ

xbesti tð Þ stands for the optimal value of the single intersection, and xbestUi
tð Þ represents

the optimal value of the four intersections in the whole network. x is the inertia
coefficient.

8 D. Tian et al.



Based on the particle swarm intelligence algorithm, x is updated as the sum of the
old position x and the velocity v. To satisfy p1 þ p2 þ p3 ¼ 1, we use f x to correct the
interation function:

x
0
tþ 1ð Þ ¼ x tð Þþ v tþ 1ð Þ ð22Þ

xðtþ 1Þ ¼ f xðx
0
tþ 1ð ÞÞ ð23Þ

We organize the formula and get the expression of the xðtþ 1Þ:

xjiðtþ 1Þ ¼ p j
i þ r ji

� �.X3

j¼1
ðp j

i þ r ji Þ
h i

i ¼ 1; 2; 3; 4 j ¼ 1; 2; 3 ð24Þ

Through interative computing, we hope to get a better condition of the road net-
work which is quantificated as the fitness of the alignment. The fitness is defined as:

fitness ¼ max Ai tð Þ� �
i ¼ 1; 2; 3. . .8 ð25Þ

To avoid the congestion of the single direction in an intersection, we set the biggest
current alignment length as the fitness value. In the process of iteration, the smaller
fitness value is considered to be better.

During the iteration, xbestUi
continues to evolve, globally coordinating the signal

phase control in the road network. The four intersection will achieve the coordinate and
optimized traffic flow distribution.

The computational flow chart is showed in the Fig. 4:

4 Performance Evaluation

By using distributed interactions and PSO, the signal control strategies of the particles
are induced co-evolutionary, self-organized, and self-adaptive to varying environ-
mental conditions. Finally, simulation results have also been supplemented to show that
our proposed method can better benefit the global traffic network than the conventional
fixed-time control in term of robustness and traffic efficiency regardless of its
large-scale complexity and dynamic nature.

We simulate our bio-inspired algorithm based on the road network with four
intersections. To compare with the conventional fixed-time control, we set the same
initial value and parameter for our algorithm. We initially set every movement as
empty. For every movement, the maximum passing capacity is 3600 vehicles per hour.
We differentiate the entering traffic flow to see the performance of the algorithm under
different conditions. If the outflow rate is lower than the inflow rate, the condition is
defined as unsaturated, and conversely it is defined as saturated.

For one single direction, the inflow of whole network with 4 intersections is dif-
ferentiated as 1600, 2400, 3200, 4000, 4800 vehicles per hour. And we set the ratio of
the flow rate in the left-turn movement and straight movement as 1.0 and 0.5 to test the

Swarm Intelligence Inspired Adaptive Traffic Control 9



algorithm under different conditions. We set the same time interval to be 30 s. Inertia
coefficient x ¼ 0:3.

Figure 5 shows the performance of the algorithm under Left-turn/straight = 1.0
condition:

In the unsaturated part where the inflow rate is relatively small, the conventional
fixed-time control is capable to coordinate the traffic situations. We can see that the
performance of the bio-inspired algorithm and the conventional control is relatively
close. In the saturated part, we can see a good improvement compared with the con-
ventional control. When the inflow rate reaches 4000 vehicles per hours, the algorithm
can optimize the maximum queuing length for about 26%. When it reaches 4800
vehicles per hours, the improvement is more obvious.

Start

Initial Condition

Intersection traffic dynamics

Decision strategy model

Calculate the fitness value of each 
intersection

Update the individual and global 
probability vector in the current step

Next iteration

Max.# of Iteration?

Next time step

Time over?

Stop

Y

Y

Fig. 4. Computational flow chart
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For the ratio of Left-turn/straight = 0.5 condition, generally both controls have
better performances than the Left-turn/straight = 1.0 condition. Analogously we still
can see that our bio-inspired algorithm has a good improvement on the traffic
conditions (Fig. 6).

As for the general situation of the intersection, since we set the fitness as the
maximum of the queuing length. As the algorithm trying to reduce the value of the
maximum queuing length, the vehicles need to be distributed to the rest of the
movements, which will greatly help to reasonably coordinate the traffic flows. We
selected the inflow rate of the 3200 vehicles per hour situation to see the performance.
We can see that the distribution of the traffic flow is more reasonable than the con-
ventional control (Fig. 7).
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Fig. 5. Algorithm performance comparison
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Fig. 6. Algorithm performance comparison
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5 Conclusions

We use the particle swarm intelligent inspired algorithm to find the rational proportion
of the signal lights, and map the sequential control way to promote the condition of the
traffic intersection. We simulate the four-intersection situation in this paper. As the
results show, the algorithm has a good progress under different situations. For larger
road network, the algorithm will show good reliability and efficiency of the traffic
control.
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Abstract. Industrial wireless sensor network is an important technol-
ogy for precise monitoring in industrial systems. Sensors are deployed
densely in various industry applications, where the high density of sensors
results in large amounts of redundant data. Therefore, information aggre-
gation is used to avoid forwarding redundant data and thus save limited
resources. However, when decreasing transmission cost, existing aggre-
gation schemes lead to low data accuracy and long delivery latency. In
this paper, we propose an energy-efficient data collection solution using
lossless compression for industrial wireless sensor networks, namely ECL,
aiming for high energy efficiency and high information entropy. Accord-
ing to three aggregation rules, aggregation regions are constructed in a
distributed way based on a preset threshold of sensing duplication rate.
Therefore, the aggregated data are probably similar, and ECL has the
original entropy through removing only the redundant data. Experiment
results show that compared with other schemes, ECL keeps about 38%
and 48% higher data accuracy and 12% and 25% shorter maximum end-
to-end delay than EEUC and HEER, respectively, with a similar lifetime.

Keywords: Industrial wireless sensor networks
Sensing duplication rate · Data aggregation · Redundant data

1 Introduction

Industrial Wireless Sensor Network (IWSN) plays a vital role in creating a highly
reliable and self-healing industrial system that rapidly responds to real-time
events with appropriate actions. Machines are automatically controlled by using
the obtained information to make an efficient production line [1]. In order to
improve the stability and robustness of the entire network and the accuracy of
gathered information, sensor nodes are usually densely deployed in industrial
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areas [2]. However, more than enough sensors lead to a large amount of redun-
dant data. Forwarding these redundancy further wastes the nodes’ energies and
bandwidths, which reduces energy efficiency and shortens network lifetime.

Data aggregation is widely utilized in IWSNs, aiming for reducing the trans-
missions of redundancy [3]. Specifically, in most aggregation protocols, the gen-
eral network is divided into some areas/cells based on the geographical locations.
A selected node gathers and aggregates all the obtained data in each area [4].
Since the data might be delivered to an aggregation node through several hops,
the redundant information wastes a large amount of communication resources
due to multi-hop relays. Meanwhile, multiple forwarding brings in a long latency
for data aggregation [5,6]. In addition, because of the possible random distribu-
tion of nodes and several times of aggregation of the raw data, data accuracy is
reduced, which affects the performance of data collection.

In this paper, we propose an energy-efficient data collection scheme using
lossless compression for IWSNs, named ECL, to keep high data accuracy when
aggregating data. Several sensors construct an aggregation region if their sens-
ing duplication rate equals or is larger than a preset threshold. In this way, the
data in an aggregation region are spatial correlated, and the contents are similar,
which would be aggregated efficiently and accurately. Moreover, since there are
only two levels of nodes in an aggregation region, it limits the hops of redun-
dancy forwarding and decreases the transmission overhead as much as possible.
Additionally, for further energy efficiency, a proper neighbor node could also
be selected as an aggregation node. Through lossless compression algorithms,
ECL keeps the original entropy by only deleting the repeated information in the
collected data.

The contributions of ECL scheme are as follows. (1) Utilize the sensing dupli-
cation rates to construct aggregation regions. It helps to improve the accuracy of
information and diminish the energy consumption. (2) Three aggregation rules
are designed to support aggregating node selection from available parent nodes
or appropriate neighbor nodes. Thus, it establishes an efficient and accurate data
route for each sensor. (3) From lots of simulation experiments, ECL scheme shows
high information accuracy, energy efficiency and fast collection of data.

The reminder of this paper is organized as follows. Section 2 introduces
related work on data aggregation. After discussing on aggregation rules used
in ECL in Sect. 3, the implementation of ECL is illustrated in Sect. 4. Experi-
mental results are analyzed in Sect. 5, and Sect. 6 concludes this paper.

2 Related Work

In IWSNs, data aggregation helps to remove the same information from sev-
eral collected packets and thus reduce the resource consumption when delivering
information from sensor nodes to the sink. In specific, data aggregation schemes
are classified into three categories, i.e., tree-based aggregation [7,8], hybrid aggre-
gation [9], and cluster-based aggregation [10–13].

Cluster-based aggregation usually has better scalability and higher energy
efficiency than tree-based and hybrid aggregation [10,11]. Since the cluster heads
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which are closer to the sink, relay more data than others, they are easy to run out
of power. In an energy-efficient unequal clustering scheme (EEUC) [12], cluster
heads are elected by localized competition, and the competition range becomes
small when it is near the base station. Therefore, those clusters closer to sink
have smaller cluster sizes than others, and the energy consumption of cluster
heads is balanced. Even though, the cluster maintenance is somewhat difficult.

In order to deal with the cluster update problem, Yi and Yang design Hamil-
ton energy-efficient routing protocol (HEER) [13]. A Hamilton path consists of
members in a cluster, which take turns to be the unique cluster head. The first
round of cluster construction is like LEACH and may result in energy hole prob-
lem. The assumption that all members in a cluster can communicate with each
other is too strict, and data transmissions in turn along the Hamilton Path lead
to a long delivery latency.

IWSNs are required to provide highly reliable and real-time transmissions.
Shu et al. investigate the routing performance of TPGF in CKN-based duty-
cycled IWSNs with radio irregularity, in terms of the number of explored routing
paths as well as the lengths of the average and shortest routing paths. They prove
that the cross-layer optimized version of TPGF finds reliable transmission paths
with low end-to-end delay [14]. Considering the resource constraint in IWSNs,
a cross-layer optimization scheme named Adjusting the Transmission Radius
(ATR) is proposed. In EC-CKN-based WSNs, it solves two important problems,
namely, the death acceleration problem and the network isolation problem [15].

Present data aggregation researches construct clusters based on preset geo-
graphical scale. If the preset scale is too large, the collected data from member
nodes have low similarity, which results in low accuracy after aggregation; if the
preset area is too small, data aggregation does not function well. To combine
the advantages of data aggregation and high accuracy, we attempt to remove
redundant data efficiently by using the threshold of sensing duplication rate to
construct aggregation regions.

3 Network Model and Aggregation Rules

In an IWSN we focus on, all sensor nodes have the same sensing radius, denoted
by RS ; the communication radius is the same, denoted by RC , and RC > 2RS

[16]; the size of data collected from each sensor is d. Table 1 lists the main symbols
used in ECL.

Definition 1. Transfer topology L: The topology is a directed acyclic diagram
of all the sensors, which indicates communication relations and levels.

For the adjacent levels in the topology, the level with a smaller value is called
upper-level (Li) and that with a higher value is called lower-level (Li +1). Since
a node may link with more than one up-level nodes, L is similar to but not the
same with a tree structure. In a dense network we focus on, it is assumed that
all the sensor nodes can communicate with the sink by one hop or multi-hop
transfers. Therefore, all the nodes are included in the transfer topology.



ECL for Industrial Wireless Sensor Networks 17

Table 1. Symbols.

Symbol Description

RS Sensing radius of a sensor node

RC Communication radius of a sensor node

SDR Sensing duplication rate, which indicates the ratio of two nodes’
sharing sensing area to each one’s own sensing range

SDRT Threshold of sensing duplication rate, which is utilized to select
the aggregation nodes

ARi Aggregation region with the aggregation node vi, in which the
collected information are aggregated by the node vi

AN Aggregation node, which aggregates data collected in an
aggregation area and transfers the aggregated to sink

AV L ANi Available aggregation node set of vi, where the nodes have the
privilege to be aggregation node

MN Member node, which sends its data to the aggregation node in
its aggregation region

AV L Pi Available parent node set of vi, which is comprised of all the
upper-level nodes that could communicate with vi directly

Ni Neighbor node set of vi, including all the nodes in the same level
that could communicate with vi directly

IN Independent node, which has a low sensing duplication rate with
its available parent nodes and neighbor nodes, and sends its data
to sink without data aggregation

L Level, which represents the hierarchy value of the sensor node
and L ≥ 0

SC The overlapping sensing area of two nodes

An example of transfer topology is illustrated in Fig. 1. There are m nodes
in the network. Node 0 (v0) is the sink, and the edges show the possible commu-
nication probabilities among nodes. In particular, the parent-child relations are
shown by solid lines, while the neighbor relations are indicated by dotted lines.

Definition 2. Sensing duplication rate, SDR: The ratio of the sensing duplica-
tion area to the sensing range of each node (πRS

2). Thus the nodes sharing the
sensing duplication area have the same sensing duplication rate.

Since each sensor monitors its whole sensing area, we assume that the amount
of collected data from a sensor is proportional to the area of sensing range.
Therefore, a larger SDR implies a larger amount of duplicated information. ECL
scheme only removes duplicated data, and retains the entropy of all the original
data. It works as a lossless compression algorithm with the sensing duplication
rate as its compression ratio.

For the sake of data accuracy, a threshold of sensing duplication rate, denoted
by SDRT , is introduced for aggregation node selection. The specific value of
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Fig. 1. Transfer topology.

SDRT influences the performance of data aggregation. A small SDRT may result
in large aggregation regions, where the collected data from members have low
similarity; otherwise, the larger SDRT is, the smaller aggregation regions leads to
low energy efficiency. Selecting a suitable value for SDRT requires comprehensive
analysis.

Definition 3. Aggregation region, AR: An aggregation region is an area con-
sisting of an aggregation node and several member nodes. A aggregation node
gathers and aggregates all the data in a region and then forwards the results to
the sink, while a member node only sends its data to its aggregation node.

An aggregation region with node vi as aggregation node and vj , . . . , vk as
member nodes is presented with ARi = (vi, {vj , . . . , vk}). Note that one node is
included in at most one aggregation region; ARi

⋂
ARj = ∅(i �= j). If node vk

does not join in an aggregation region, vk works as an independent node, ARk =
(vk, ∅). If a node vm is not an aggregation node, we call vm non-aggregation
node. In the initial phrase, no aggregation regions exist, and all the nodes are
free nodes.

Definition 4. Available aggregation node set of vi, AV L ANi: A set consists
of all the nodes having the privilege to be the aggregation node for vi.

Definition 5. Available parent node set of vi, AV L Pi: A set consists of those
nodes at level Li − 1 which could directly communicate with vi (level Li).

Definition 6. Neighbor nodes set of vi, Ni: A set is composed of those nodes at
level Li which could directly communicate with vi (level Li).

Figure 2 shows a transfer topology, which has three aggregation regions. v3,
v6 and v7, as the member nodes, transmit their data to the aggregation node
v4 directly, therefore AR4 = (v4, {v3, v6, v7}). Similarly, aggregation node v2
receives the data from v5 and aggregates these data, AR2 = (v2, {v5}). v1 trans-
mits its data to sink directly, expressed as AR1 = (v1, ∅).

There are three rules to guide aggregation node selection and data routing
in ECL.
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Fig. 2. An instance with three aggregation region.

Rule 1. In an aggregation region, the available parent nodes have priorities
to be chose as aggregation nodes.
Rule 2. After all the lower-level nodes joined an aggregation region, the free
nodes in the upper-level prefer to find their aggregation nodes from the avail-
able parent nodes, and then the neighbor nodes are taken into account.
Rule 3. Sensor data are aggregated at most once. In the phase of relay node
selection, the non-aggregation nodes are first choice and then the available
parent node with most power is considered.

4 Implementation of ECL Scheme

The transfer topology of sensor network is established through broadcasting hello
messages among nearby nodes. Hello message has the sender’s identifier, loca-
tion, remaining power and the level in transfer topology. The nodes that could
communicate directly at the same level are included in the neighbor node set,
while the upper-level nodes communicating directly are added to the available
parent node set. In initialization phase, the level of sink is set to 0, and that
of sensors is infinity. Sink sends its hello message, and then other nodes update
their levels with the small values compared with receiving hello messages. In
detail, upon receiving a hello message, vi checks whether its current level value
Li is 1 plus the level in received hello message. If true, vi updates Li with the
level in hello message plus 1, and then propagates hello message with the new
level value; otherwise, if the level in received message is larger than Li by 1,
vi adds the identifier in hello message to AV L Pi; if the difference between the
local level and the received level equals 0, vi stores the identifier in hello message
to Ni.

4.1 Aggregation Region Construction

After transfer topology is finished, sensor nodes begin to construct the aggrega-
tion region distributively. Aggregation region construction is sequencing activity
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which starts from free nodes in the lowest level and then to the upper-level layer
by layer. The construction phase follows three rules in Sect. 3. A free node might
be picked as an aggregation node to construct an new aggregation region, or join
in an aggregation region as a member node, or work as an independent node to
deliver data to sink directly. Take vi as an example, Algorithm 1 shows the
aggregation region construction phase, and finding available aggregation nodes
is described in Algorithm 2.

Algorithm 1. Aggregation region construction.
Input: the transfer topology, a free node vi
Output: ARi

1 if several nodes M request to be members of ARi then
2 construct aggregation region ARi = (vi,M), and reply to M ;
3 else
4 if Li �= 1 then
5 AV L ANi ← Algorithm 2;
6 if AV L ANi = ∅ then
7 vi is an independent node, ARi = (vi, ∅);
8 else
9 select vt ∈ AV L ANi with max Et to be the aggregation node of vi;

10 send the request to be a member of ARt;

11 end

12 else
13 vi is an independent node, ARi = (vi, ∅);
14 end

15 end
16 return ARi;

In Algorithm 1, the residual energy of node vi is denoted by Ei. At the
first, complete transfer topology construction with (n + 1) levels for all the free
nodes, and thus the nodes at level n begin aggregation region construction. Any
node vi with Li > 1 calculates its sensing duplication rates related to nearby
nodes, and updates its available aggregation node set by executing Algorithm 2
(finding available aggregation node set algorithm). If the available aggregation
node set AV L ANi is empty, vi turns into an independent node; otherwise, vi
selects the node vt with the most remaining power in CGi as its aggregation
node, and sends a request to join the aggregation region ARt. Regarding a free
node vj in level 1, it is invalid to take the sink as aggregation node. Meanwhile,
its sensing duplication rate with any neighbor cannot be bigger than 2 (Rule 2).
Thus, vj becomes an independent node, and sends its data to the sink without
aggregation.

Algorithm 2 returns the available aggregation node set of vi. For every avail-
able parent node vj of vi, if SDRi,j ≥ SDRT , vj is inserted to the set AV L ANi.
Only if no available aggregation node is picked from the available parent node
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Algorithm 2. Finding available aggregation node set.
Input: AV L Pi, Ni

Output: AV L ANi

1 initialize:AV L ANi ← ∅;
2 for ∀ vj ∈ AV L Pi do
3 if ∃ SDRi,j ≥ SDRT then
4 AV L ANi ← AV L ANi ∪ {vj};
5 end

6 end
7 if AV L ANi = ∅ then
8 for ∀ vk ∈ Ni do
9 if SDRi,k ≥ SDRT and SDRi,k(2Li − 1) > 2 then

10 AV L ANi ← AV L ANi ∪ {vk};
11 end

12 end

13 end
14 return AV L ANi;

set, vi considers the sensing duplication rate with its neighbors. If a neighbor vk
has SDRi,k(2Li − 1) > 2 and SDRi,k ≥ SDRT , vi stores vk into AV L ANi.

4.2 Data Routing

In an aggregation region, member nodes only transfer their own data to the
aggregation node by one hop transfer; the aggregation node collects and aggre-
gates data from all the members in this region and transmits them to sink along
energy-efficient paths; sensing data of independent nodes are sent to sink with-
out any aggregation. Energy-efficient paths are selected according to Rule 3, in
which the non-aggregation nodes have priority to forward data and then powerful
available parent nodes are picked to be relays.

Take Fig. 1 as an instance. Its construction of aggregation regions and data
routing are depicted in Fig. 3. Suppose that v4 has more energy left than v3,
SDR3,4 = 0.7. At the highest level, there are two nodes, v6 and v7, which obtain
the sensing duplication rates with their available parent nodes v4, v5 and v3.
Suppose that SDR4,6 > SDR3,6 > SDRT , SDR4,7 > SDRT > SDR5,7, thus
CG6 = {v3, v4}, CG7 = {v4}. Due to E4 > E3, v6 and v7 both choose v4 as
their aggregation node, GA4 = (v4, {v6, v7}). Since no free nodes exist in level
3, v3 and v5 in level 2 start to find their aggregation regions. Considering the
available parent nodes, suppose that SDR1,3 < SDRT , SDR2,3 < SDRT and
SDR2,5 = SDRT . Thus, at the moment, CG3 = ∅, and CG5 = v2. In this way, v5
chooses v2 as it aggregation node, GA2 = (v2, {v5}). Since CG3 = ∅, v3 further
considers its neighbor node v4, and gets SDR3,4 × (2L3 − 1) = 0.7 × 3 > 2.
Since v4 is the only neighbor of v3, v3 selects v4 to be its aggregation node
(AV L AN3 = {v4}). Until then, AR4 = (v4, {v3, v6, v7}), and no free nodes
are in level 2. According to previous analysis, all free nodes in level 1 should
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be independent nodes. Thus, v1 turns into independent node. The aggregation
region construction is completed here. For the data routing, nodes v3, v6 and v7
transfer their own data to v4, which aggregates all the data in AR4. Then v4
selects v1 (non-aggregation node) as relay node to sink. Node v5 sends data to
its aggregation node v2, which transfers data to sink directly, while v1 delivers
its data to sink without aggregation.

Fig. 3. An example of ECL implementation.

4.3 Complexity Analysis

In the Algorithm 2 (finding available aggregation node set), if each node
vi visits all the nodes in AV L Pi and Ni, the computation complexity is
O( max

∀i∈[1,m]
(|AV L Pi| + |Ni|)) in the process of finding the available aggregation

node set AV L ANi. Correspondingly, the computation complexity of Algorithm
1 (aggregation region construction) is O( max

∀i∈[1,m]
|AV L ANi|). Because the num-

ber of nodes in AV L Pi, Ni and AV L ANi are all smaller than m (the number
of sensors), the computing complexity of algorithms is O(m).

With regard to transfer topology establishment, sink broadcasts the control
message firstly and other nodes update and resend it out after reception, in which
the control message complexity is m. In order to set aggregation regions, node vi
sends requests to its potential aggregation nodes, and after receiving acceptance
messages, vi replies with a response message to join in an aggregation region.
In this phase, control message cost is 3m. In conclusion, message complexity of
ECL is O(m).

With respect to additional information, every node only carries its level,
remaining energy, available parent set and neighbor set, and thus the storage
complexity is O(m). The message complexities of HEER and EEUC both are
O(m), while HEER has exponential computation complexity. Overall, ECL has
relatively low computation complexity and requires small storage spaces.
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5 Performance Evaluation

5.1 Network Configurations

For accurate analysis, we analyze the performance of ECL scheme on OPNET
Modeler [17] network simulation platform. Table 2 lists the network configura-
tions. Note that sensor nodes are distributed in the target field with common
density. In scenario, the nodes are deployed in a pyramid field, of which the top
is the sink. In the experiments, for the adequate power of sink, only the energy of
sensor nodes are taken into account. Since data transmission and reception cost
most of the energy, small consumptions in data processing are ignored. Besides,
the energy consumption of sensing is fixed, because every node collects the same
size of data. Therefore only the transmission overhead is focused on.

Table 2. Simulation parameters.

Parameter Value

Scenario (m2) 100 × 100

Number of sink 1

Number of sensors 40, 80, 120, 160 and 200 (nodes)

Sensing radius (m) 25

Communication radius (m) 52

Data collection cycle (s) 60

SDRT 0.5

In the simulation experiments, we compare the proposed scheme ECL with
a latest data collection scheme HEER and a typical aggregation scheme EEUC.
HEER uses Hamilton Path to realize data routing and forms clusters in a similar
way with LEACH. Specifically, Hamilton Path is designed for the sequence of
data transfers, as analyzed in Sect. 2. In another compared scheme EEUC, clus-
ter heads are elected by localized competition in a distributed way. In the cluster
construction phase, a competition range is calculated according to the distance
to the base station, and is used to control the sizes of clusters. The final cluster
heads are elected by several tentative nodes. After the cluster heads have been
decided, accordingly ordinary nodes request to be members of their closest clus-
ter heads. In order to see the different performances of aggregation node selection
algorithms, we also regard a variation of ECL, ECL-CP, as a compared scheme.
In ECL-CP, the aggregation nodes are only selected from available parent nodes.
In other words, neighbor nodes cannot be picked as aggregation nodes.

It is noteworthy that, in different data collection schemes, the sizes of aggre-
gation output packets are not the same. In ECL, when an aggregation node
aggregates x data packets, it gets p(0 < p < x · d) amount of data thereafter,
where p is decided by sensing duplication rate in this aggregation region. Because
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ECL uses lossless compression algorithm, which only deletes repetition of sens-
ing duplication areas, the general information received by sink is correct and
lossless. While in compared schemes, aggregation function is compressing x data
packets into a fixed packet whose size is d.

For the performance analysis, four following metrics are introduced. First,
information accuracy [18] is the proportion of the information entropy gathered
by sink in all the generated data in the scenario. Second, network lifetime is the
period of time from the start of data collection to the time when a sensor runs
out of battery. Third, the longest path to sink is the longest path from sensors to
sink in the network lifetime. A larger value for the longest path to sink indicates a
longer delay for the sink to gather the sensing data from all the sensors deployed
in the target monitoring field, and thus it represents the data collection latency.
Fourth, transmission overhead is the number of data transmitted in one round of
data transfer. It implies the energy consumption of data transfer and reception
by all the sensors.

5.2 Experiment Results

In this subsection, we discuss the simulation results of all the schemes mentioned
above, i.e., ECL, ECL-CP, EEUC and HEER, and the results are illustrated in
Fig. 4.

Fig. 4. Experiment results.
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As Fig. 4(a) depicts, the data correctness in ECL is about 88%, which is the
highest compared with other three comparisons. It is very similar to ECL-CP and
has 38% and 48% higher ratio than EEUC and HEER respectively. It is obvious
that aggregating a large amount of data into a small package easily introduces
information loss. Moreover, regarding an original data packet generated by a
sensor, multiple times of data aggregation further aggravate the information
inaccuracy. On a Hamilton Path in HEER, the end node begins data transmission
to its neighbor which is closer to cluster head. After that, the neighbor aggregates
its obtained data into one package with a fixed size, and then send it to the
next node on the path until arriving at the cluster head. As a result, the raw
data may be aggregated multiple times at different forwarders. Every cluster, in
EEUC, aggregates data from all members into one packet with a constant size,
not considering different duplication ratios. In comparison, sensor data of ECL
are required to be aggregated once, and keep the information entropy through
lossless compression. Therefore, ECL keeps the most information compared with
others. Because some nodes are not included in the transfer topology (in other
words, they can not communicate with others), the information accuracy is not
100% in ECL.

In the Fig. 4(b), EEUC has the longest lifetime with 40 sensors deployed in the
scenario, and the lifetime of ECL is the second longest. As the number of nodes
increases, the lifetime of ECL which is longer than ECL-CP, gradually becomes
longer than EEUC when there are over 120 nodes. Meanwhile, HEER has the
shortest lifetime. EEUC has a single length-fixed packet as aggregation output
in each cluster, and the fixed size is smaller than that in ECL. There are two
primary reasons why ECL gradually has long lifetime. (1) The duplicated data
are transferred for multiple hops in EEUC, but ECL only forwards the redundant
information once. (2) The cluster heads of EEUC may be in lower levels of the
cluster, while in ECL, almost all the aggregation nodes are from upper levels,
which ensures that the data always go up along the transfer topology without
loops.

Since the longest paths in several rounds of experiments for HEER are not
stable, median values are calculated in Fig. 4(c). As the figure illustrates, ECL-
CP has the shortest paths and the numbers of hops are relatively stable. In
addition, ECL only has few cases with long paths to sink. The reason for that is
all the aggregation nodes in ECL-CP are the upper-level nodes, and hence data
are only transferred upwards; in ECL, a part of aggregation nodes are picked
from neighbor nodes, which slightly prolongs the paths for data collection. When
there are more sensors, the numbers of hops along the longest paths in EEUC and
HEED have sharp rises and fluctuate. The paths are longer than those in ECL,
especially for HEED. With the scale of 200 nodes, the longest paths in ECL are
shorter than those in EEUC and HEER by 12% and 25%, respectively. Because
members transfer data to their aggregation nodes directly in ECL and ECL-CP,
which ensures the shortest distances to sink. However, multi-hop routing inside
a cluster is common in EEUC, and the members, in HEER, forward their data
to the cluster head according to the order of nodes on Hamilton Paths, which
leads to a longer path to sink and a longer end-to-end latency.
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As Fig. 4(d) shows, when the network scale is 80 nodes, the transmission
overhead of one data collection round in ECL is a little smaller than those
in ECL-CP and EEUC schemes. When the number of nodes increasing, the
transmission overhead of HEER, EEUC and ECL-CP are increasing quicker than
ECL. In the 200 nodes scenario, ECL has a smaller transmission overhead than
ECL-CP, EEUC and HEER by about 4%, 11% and 18% respectively. However,
HEER always has the biggest overhead among four comparisons.

To sum up, the proposed scheme ECL reaches a high data accuracy, and
meanwhile maintains energy-efficient and fast data collection.

6 Conclusion and Future Work

In order to support precise control in industrial systems, IWSNs are highly
required in modern industry, and require an energy-efficient and lossless data
aggregation protocol. In this paper, we propose an energy-efficient data collec-
tion scheme using lossless compression for IWSNs, named ECL. In the transfer
topology, a threshold SDRT is introduced for aggregation node selection from
available parent nodes and neighbor nodes, which guarantees that sensors in
an aggregation region keep a high correlation of collected information. Only
cleaning redundant data does not reduce the data accuracy and ensures energy
efficiency. Member nodes only forward data to their aggregation nodes by one
hop transmission, and then the aggregation nodes aggregate sensor data imme-
diately, which maintains a short collection latency. Simulation experiments on
OPNET platform show that ECL scheme achieves a much higher data accu-
racy and a shorter latency than EEUC and HEER schemes, when working for a
similar lifetime.

Moreover, network density is a significant factor for the proper assignment
of SDRT , which requires further study. Meanwhile, the energy-efficient data
collection solution with a high accuracy for several concurrent events [19] also
needs indepth explorations in the future.

Acknowledgments. We gratefully acknowledge the support from the National Nat-
ural Science Foundation of China (61502320, 61373161, 61173009 & 61572060), Sci-
ence & Technology Project of Beijing Municipal Commission of Education in China
(KM201410028015), Youth Backbone Project of Beijing Outstanding Talent Training
Project (2014000020124G133), 973 Program (2013CB035503), CERNET Innovation
Project (NGII20151004, NGII20160316), Beijing Advanced Innovation Center for Imag-
ing Technology, and Cultivation Object of Young Yanjing Scholar of Capital Normal
University.

References

1. Gungor, V.C., Hancke, G.P.: Industrial wireless sensor networks: challenges, design
principles, and technical approaches. IEEE Trans. Industr. Electron. 56(10), 4258–
4265 (2009)

2. Tang, X., Juhua, P., Gao, Y., Xiong, Z., Weng, Y.: Energy-efficient multicast
routing scheme for wireless sensor networks. Trans. Emerg. Telecommun. Tech-
nol. 25(10), 965–980 (2014)



ECL for Industrial Wireless Sensor Networks 27

3. Zhang, X., Liang, W., Haibin, Y., Feng, X.: Optimal convergecast scheduling limits
for clustered industrial wireless sensor networks. Int. J. Distrib. Sens. Netw. 2012,
1319–1322 (2012)

4. Kumar, A., Baksh, R., Thakur, R.K., Singh, A.P.: Data aggregation in wireless
sensor networks. Int. J. Sci. Res. 3(3), 249–251 (2014)

5. Singh, S.P., Sharma, S.C.: A survey on cluster based routing protocols in wireless
sensor networks. Comput. Sci. 45(18), 687–695 (2015)

6. Zeb, A., Muzahidul Islam, A.K.M., Zareei, M., Al Mamoon, I., Mansoor, N.,
Baharun, S., Katayama, Y., Komaki, S.: Cluster analysis in wireless sensor net-
works: the ambit of performance metrics and schemes taxonomy. Int. J. Distrib.
Sensor Netw. 12(7) (2016)

7. Fasolo, E., Rossi, M., Widmer, J., Zorzi, M.: In-network aggregation techniques
for wireless sensor networks: a survey. IEEE Wirel. Commun. 14(2), 70–87 (2007)

8. Zhang, Y., Juhua, P., Liu, X., Chen, Z.: An adaptive spanning tree-based data
collection scheme in wireless sensor networks. Int. J. Distrib. Sens. Netw. 2 (2015)

9. Manjhi, A., Nath, S., Gibbons, P.B.: Tributaries and deltas: efficient and robust
aggregation in sensor network stream. Int. J. Distrib. Sens. Netw. 17(1), 287–298
(2005)

10. Shukla, K.V.: Research on energy efficient routing protocol leach for wireless sensor
networks. Int. J. Eng. 2(3), 1–5 (2013)

11. Younis, O., Fahmy, S.: HEED: a hybrid, energy-efficient, distributed clustering
approach for ad hoc sensor networks. IEEE Trans. Mob. Comput. 3(4), 660–669
(2004)

12. Li, C., Ye, M., Chen, G., Wu, J.: An energy-efficient unequal clustering mechanism
for wireless sensor networks. In: IEEE International Conference on Mobile Adhoc
and Sensor Systems Conference, pp. 597–604 (2005)

13. Yi, D., Yang, H.: HEER-a delay-aware and energy efficient routing protocol for
wireless sensor networks. Comput. Netw. 104(C), 155–173 (2016)

14. Shu, L., Mukherjee, M., Hu, L., Bergmann, N., Zhu, C.: Geographic routing in duty-
cycled industrial wireless sensor networks with radio irregularity. IEEE Access 4,
9043–9052 (2016)

15. Shu, L., Wang, L., Niu, J., Zhu, C., Mukherjee, M.: Releasing network isolation
problem in group-based industrial wireless sensor networks. IEEE Syst. J. PP(99),
1–11 (2015)

16. Juhua, P., Yu, G., Zhang, Y., Chen, J., Xiong, Z.: A hole-tolerant redundancy
scheme for wireless sensor networks. Int. J. Distrib. Sens. Netw. 1550–1329, 184–
195 (2012)

17. George, T., Trevor, C.: Simulation tools for multilayer fault restoration. IEEE
Commun. Mag. 47(3), 128–134 (2009)

18. Villas, L.A., Boukerche, A., de Oliveira, H.A.B.F., de Araujo, R.B., Loureiro,
A.A.F.: A special correlation aware algorithm to perform efficient data collection
in wireless sensor networks. Ad Hoc Netw. 12(1), 10–30 (2011)

19. Dong, M., Ota, K., Liu, A.: RMER: reliable and energy-efficient data collection for
large-scale wireless sensor networks. IEEE IoT J. 3(4), 511–519 (2016)



Outage Probability Analysis of Single Energy
Constraint Relay NOMA Network

Sang Quang Nguyen(B) and Dac-Binh Ha

Duy Tan University, Da Nang City, Vietnam
sangnqdv05@gmail.com, hadacbinh@duytan.edu.vn

Abstract. In this paper, we investigate energy harvesting decode-and-
forward relaying non-orthogonal multiple access (NOMA) networks.
Specifically, one source node wishes to transmit two symbols to its two
desired destinations directly and via the help of an intermediate energy
constraint relay node, and the NOMA technique is applied in the trans-
mission of both hops (from source to relay and from relay to destina-
tions). For performance evaluation, we derive the closed-form expressions
for the outage probability (OP) at D1 and D2. Our analysis is substanti-
ated via Monte Carlo simulation. The effect of several parameters, such
as power allocation factors in both transmissions in two hops, the power
splitting ratio, the location of relay node, to the outage performances at
two destinations is investigated.

Keywords: Non-orthogonal Multiple Access · Energy harvesting
Power splitting · Decode-and-forward

1 Introduction

Due to the significantly growing number of users and wireless devices, the future
5G networks are required to support the demand for low-latency, low-cost and
diversified services, yet at higher quality and a thousand-time faster data rate.
In the quest for new technologies, non-orthogonal multiple access (NOMA) tech-
nique has emerged as one of the most prominent candidates in meeting these
requirements. The use of NOMA can ensure a significant spectral efficiency as
it takes advantage of the power domain to serve multiple users at the same
time/frequency/code. In addition, compared with conventional multiple access,
NOMA offers better user fairness since even users with weak channel state infor-
mation (CSI) can be served in a timely manner.

NOMA in cooperative and cognitive radio networks has been pursued by
research groups from Princeton University, USA (Ding et al.) and Queen Mary
University of London, UK (Elkashlan et al.) with a focus on cooperative com-
munication protocols and performance analysis of cooperative networks [1] and
large-scale underlay cognitive radio networks [2] taking into account users?
geographical distribution. Specifically, in [1], the authors analyzed the outage
probability and diversity order under the assumption that users with better
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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channel conditions can decode the message for the others, and proposed a coop-
erative NOMA transmission protocol. The work in [2] presented the closed-form
expression of outage probability to evaluate the system performance by using
stochastic-geometry. Also in this research stream, Men and Ge (Xidian Uni-
versity, China) proposed a NOMA-based downlink cooperative cellular system,
where the base station communicates with two paired mobile users through the
help of a half-duplex amplify-and-forward (AF) relay [3]. To investigate the per-
formance of the considered network, a closed-form expression of outage proba-
bility was derived and ergodic sum-rate was studied. By comparing NOMA with
conventional multiple access, the authors showed that NOMA can offer bet-
ter spectral efficiency and user fairness since more users are served at the same
time/frequency/spreading code. Furthermore, J.-B. Kim and I.-H. Lee’s research
group has investigated NOMA in cooperative networks and derived exact and
closed-form expressions of outage probability. The results showed that the sys-
tem performance is improved significantly with NOMA. Their system model
consists of one base station (BS) and two users, in which user 1 communicates
directly to the BS while user 2 communicates with the BS through the help of
user 1.

For NOMA with RF-EH, authors from Aristotle University have studied data
rates optimization and fairness increase in NOMA systems with wireless energy
harvesting based on time allocation [4]. The analytical and simulation results
indicated that this proposed method is better than TDMA scheme. Moreover,
the research group from Queen Mary University of London (UK) and Princeton
University (USA) proposed NOMA scheme in simultaneous wireless informa-
tion and power transfer (SWIPT) networks [5]. Specifically, near NOMA users
that are close to the source act as energy harvesting relays to help far NOMA
users. Furthermore, the authors investigated the performance of the considered
systems by deriving the closed-form expressions for outage probability and sys-
tem throughput under the random distribution of users’ location. Analytical and
simulation results showed that selecting users can reasonably reduce the outage
probability. Moreover, by carefully choosing the parameters of the network such
as transmission rate or power splitting coefficient, system performance can be
guaranteed even if the users do not use their own batteries to power the relay
transmission.

In this paper, we investigate energy harvesting DF NOMA relaying networks,
in which one source nodes want to transmit its two symbols to two destinations
directly and via the help of an energy constraint relay nodes. The relay harvests
the energy and decode the radio frequency (RF) signal from the source and for-
ward the encoded signal to two destinations. In addition, the NOMA technique
is considered for transmission in both hops from the source to relay and from
relay to destinations with two set of power allocation factor.

Notation: The notation CN (0, N0) denotes a circularly symmetric complex
Gaussian random variable (RV) with zero mean and variance N0. E {.} denotes
mathematical expectation. The functions fX (.) and FX (.) present the probabil-
ity density function (PDF) and cumulative distribution function (CDF) of RV
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X. The function Γ (x, y) is an incomplete Gamma function (Eq. 8.310.1 of [6]).
Ca

b = b!
a!(b−a)! . Notation Pr[.] returns the probability.

2 Network and Channel Models

As illustrated in Fig. 1, we consider a system model of a NOMA EH DF relaying
network, where a source node S want to transmit its two symbols x1 and x2

to two destination nodes D1 and D2, respectively, directly and via the help of
an intermediate EH relay nodes R. All nodes are equipped with single antenna
operating in half-duplex mode. In Fig. 1, (h1, d1), (h2, d2), (h3, d3), (h4, d4), and
(h5, d5) denote the Rayleigh channel coefficients over the distances for the links
between S and R, R and D1, R and D2, S and D1, and S and D2, respectively.
The corresponding channel gain gΩ

Δ= |hΩ |2 is exponential random variable
(RV) with parameter λΩ = (dΩ)β , with Ω ∈ {1, 2, 3, 4, 5} and β denote path-
loss exponent. The channel state information (CSI) is assumed to be known at
all nodes. The corresponding probability density function (PDF) and cumulative
distribution function (CDF) of each RV is fgΩ

(x) = λΩe−λΩx and FgΩ
(x) =

1 − e−λΩx, respectively. The power splitting architecture is apply at relay for
harvesting the energy with power splitting ratio ρ and (1 − ρ) for decoding the
source information.

The channels from S to R, from R to D1, and from R to D2 are denoted by
h1, h2 and h3, respectively. In the first phase, the source node S broadcast its
signal containing two symbols x1 and x2 as a form x =

√
a1Px1 +

√
a2Px2, with

E
{

|x|2 = 1
}

, P is a transmit power of source node, a1 and a2 respectively denote
the power allocation coefficient for symbols x1 and x2, and a1 +a2 = 1, a1 ≥ a2.
The received signals at relay R and two destinations D1 and D2, respectively,
given as

y1 = h1(
√

a1Px1 +
√

a2Px2) + na
1 (1)

y4 = h4(
√

a1Px1 +
√

a2Px2) + na
4 (2)

y5 = h5(
√

a1Px1 +
√

a2Px2) + na
5 (3)

where na
1 , na

4 , and na
5 ∼ CN (0, N0) denote the additive white Gaussian noise

(AWGN) at R, D1, and D2, respectively.
At relay R, the received signal y1 in (1) is split into two parts for energy

harvesting (y1,eh) and information decoding (y1,id):

y1,eh =
√

ρy1 = h1(
√

ρa1Px1 +
√

ρa2Px2) +
√

ρna
1 (4)

y1,id =
√

(1 − ρ)y1 = h1(
√

(1 − ρ)a1Px1 +
√

(1 − ρ)a2Px2) +
√

(1 − ρ)na
1 (5)
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Fig. 1. Network model for NOMA energy constraint DF relaying.

The harvested power at R can be obtained from (4) as:

PR = ηρa1P |h1|2 + ηρa2P |h1|2 = ηρP |h1|2 = ηρPg1 (6)

The received RF signals is sampled by RF-to-baseband conversion units.
Thus, the signals in (2), (3) and (5) are added with the noise nc ∼ CN (0, μN0),
with μ > 0, as

yc
4 = h4(

√
a1Px1 +

√
a2Px2) + na

4 + nc
4 (7)

yc
5 = h5(

√
a1Px1 +

√
a2Px2) + na

5 + nc
5 (8)

yc
1,id = h1(

√
(1 − ρ)a1Px1 +

√
(1 − ρ)a2Px2) +

√
(1 − ρ)na

1 + nc
1 (9)

First, to decode symbol x1, the relay R and two destinations D1 and D2 treat
x2 as noise. We obtain the signal to interference plus noise (SINR) for x1 at R,
D1, and D2, respectively, as

γx1
1 =

a1(1 − ρ)P |h1|2
a2(1 − ρ)P |h1|2 + (1 − ρ + μ)N0

=
a1(1 − ρ)γ0g1

a2(1 − ρ)γ0g1 + (1 − ρ + μ)
(10)

γx1
4 =

a1P |h4|2
a2P |h4|2 + (1 + μ) N0

=
a1γ0g4

a2γ0g4 + 1 + μ
(11)

γx1
5 =

a1P |h5|2
a2P |h5|2 + (1 + μ) N0

=
a1γ0g5

a2γ0g5 + 1 + μ
(12)

where γ0
Δ= P

N0
denote the transmit signal to noise (SNR).
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Second, the relay R and destination D2 decode symbol x2 by cancelling x1

with successive interference cancellation (SIC) from (9) and (8). The received
SNRs for x2 at R and D2 are respectively given as

γx2
1 =

a2(1 − ρ)P |h1|2
(1 − ρ)N0 + μN0

=
a2(1 − ρ)γ0g1

1 − ρ + μ
(13)

γx2
5 =

a2P |h5|2
(1 + μ)N0

=
a2γ0g5
1 + μ

(14)

In the second phase, after successfully decoded the symbols x1 and x2, relay R
forwards them to D1 and D2 as a form (

√
b1PRx1+

√
b2PRx2) with the transmit

power PR in (6), with b1 and b2 denote the power allocation coefficient (b1+b2 =
1, b1 ≥ b2). The base-band received signals at D1 and D2 are expressed as

y2 = h2(
√

b1PRx1 +
√

b2PRx2) + na
2 + nc

2 (15)

y3 = h3(
√

b1PRx1 +
√

b2PRx2) + na
3 + nc

3 (16)

where na
2 , n

a
3 ∼ CN (0, N0), nc

2, n
c
3 ∼ CN (0, μN0).

D1 decode its desired symbol (x1) by treating x2 as noise. From (15), the
SINR for decoding x1 at D1 is given as

γx1
2 =

b1PR|h2|2
b2PR|h2|2 + (1 + μ) N0

=
b1ηργ0g1g2

b2ηργ0g1g2 + 1 + μ
(17)

D2 decode its desired symbol (x2) after decoding x1 (with SINR γx1
3 =

b1PRg3
b2PRg3+(1+μ)N0

= b1ηργ0g1g3
b2ηργ0g1g3+1+μ ) and cancelling it. The SNR for decoding x2

at D2 is given as

γx2
3 =

b2PR|h3|2
(1 + μ)N0

=
b2ηργ0g1g3

1 + μ
(18)

3 Outage Probability Analysis

In this paper, the receiver decodes successfully the information if its SINR or
SNR satisfies the pre-defined threshold γt. In this section, we will derive the
outage probabilities at D1, D2 both cases of one relay and multiple relays under
relay selection scheme.

3.1 Outage Probability at D1

An outage event happens when D1 unsuccessfully decodes the symbol x1 both
from S in the first phase and from R in the second phase. The outage probability
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at D1 can be formulated as

OP 1relay
D1

= Pr [min (γx1
1 , γx2

1 ) < γt, γ
x1
4 < γt]︸ ︷︷ ︸

OP1

+ Pr [min (γx1
1 , γx2

1 ) � γt,max (γx1
4 , γx1

2 ) < γt]︸ ︷︷ ︸
OP2

(19)

Particularly, OP1 is the outage event for the case that R can not decode
successfully both x1 and x2 (min (γx1

1 , γx2
1 ) < γt), leading to R does not forward

the signal (
√

b1PRx1 +
√

b2PRx2) to destinations, and the destination D1 can
not decode successfully symbol x1 directly from S in the first phase (γx1

4 < γt).
OP2 is the outage event for the case that R decodes correctly both symbol x1

and x2 (min (γx1
1 , γx2

1 ) ≥ γt), but D1 can not decodes successfully x1 both from
S and R in the first and second phase, respectively (max (γx1

4 , γx1
2 ) < γt).

The term OP1 and OP2 can be obtain by substituting the SINRs and SNRs
in (10), (13), (11) and (17) into (19) as follows

OP1 = Pr

[
min

(
a1(1 − ρ)γ0g1

a2(1 − ρ)γ0g1 + (1 − ρ + μ)
,
a2(1 − ρ)γ0g1

1 − ρ + μ

)
< γt,

a1γ0g4

a2γ0g4 + 1 + μ
< γt

]

= Pr

[
a1γ0g4

a2γ0g4 + 1 + μ
< γt

]
Pr

[
min

(
a1(1 − ρ)γ0g1

a2(1 − ρ)γ0g1 + (1 − ρ + μ)
,
a2(1 − ρ)γ0g1

1 − ρ + μ

)
< γt

]

= Pr

[
g4 <

(1 + μ) γt

(a1 − a2γt) γ0

] {
1 − Pr

[
g1 � (1 − ρ + μ)γt

(a1 − a2γt) (1 − ρ)γ0
, g1 � (1 − ρ + μ) γt

a2(1 − ρ)γ0

]}

= Fg4

(
(1 + μ) γt

(a1 − a2γt) γ0

)
×

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Fg1

(
(1 − ρ + μ)γt

(a1 − a2γt) (1 − ρ)γ0

)
if a1 − a2γt < a2

Fg1

(
(1 − ρ + μ) γt

a2(1 − ρ)γ0

)
if a1 − a2γt � a2

=

(
1 − e

− λ4ω1γt
(a1−a2γt)γ0

)
×

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
1 − e

− λ1ω2γt
(a1−a2γt)γ0

)
if a1 < a2 (1 + γt)

(
1 − e

− λ1ω2γt
a2γ0

)
if a1 � a2 (1 + γt)

(20)

where ω1 � 1 + μ, ω2 � 1−ρ+μ
1−ρ .

OP2 = Pr

⎡
⎢⎢⎢⎣
min

(
a1(1 − ρ)γ0g1

a2(1 − ρ)γ0g1 + (1 − ρ + μ)
,

a2(1 − ρ)γ0g1

1 − ρ + μ

)
� γt,

max

(
a1γ0g4

a2γ0g4 + 1 + μ
,

b1ηργ0g1g2

b2ηργ0g1g2 + 1 + μ

)
< γt

⎤
⎥⎥⎥⎦

= Pr

[
g4 <

(1 + μ) γt

(a1 − a2γt) γ0

]
Pr

⎡
⎢⎢⎢⎣

g1 � (1 − ρ + μ)γt

(a1 − a2γt) (1 − ρ)γ0
, g1 � (1 − ρ + μ) γt

a2(1 − ρ)γ0

b1ηργ0g1g2

b2ηργ0g1g2 + 1 + μ
< γt

⎤
⎥⎥⎥⎦

(21.1)
=

(
1 − e

− λ4(1+μ)γt
(a1−a2γt)γ0

)

×

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

Pr

[
g1 � (1 − ρ + μ)γt

(a1 − a2γt) (1 − ρ)γ0
, g2 <

(1 + μ) γt

(b1 − b2γt) ηργ0g1

]
if a1 − a2γt < a2

Pr

[
g1 � (1 − ρ + μ) γt

a2(1 − ρ)γ0
, g2 <

(1 + μ) γt

(b1 − b2γt) ηργ0g1

]
if a1 − a2γt � a2
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(21.2)
=

(
1 − e

− λ4ω1γt
(a1−a2γt)γ0

)

×

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

e
− λ1ω2γt

(a1−a2γt)γ0 −
∞∑

k=0

1

k!

(
− λ1λ2ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

(a1 − a2γt) γ0

)
if a1 < (1 + γt) a2

e
− λ1ω2γt

a2γ0 −
∞∑

k=0

1

k!

(
− λ1λ2ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

a2γ0

)
if a1 � (1 + γt) a2

(21)

where ω3 � 1+μ
ηρ .

where (21.2) is obtained from (21.1) by using the result in AppendixA. Note
that we allocate the power coefficients a1, a2, b1, and b2 that (a1 − a2γt) > 0
and (b1 − b2γt) > 0 for OP1 and OP2 not equal to 0.

Finally, a closed-form expression for OP 1relay
D1

is derived by substituting (20)
and (21) into (19) as

OP 1relay
D1

=

(
1 − e

− λ4ω1γt
(a1−a2γt)γ0

)

×

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 −
∞∑

k=0

1

k!

(
− λ1λ2ω3γt

(b1 − b2γt)γ0

)k

Γ

(
1 − k,

λ1ω3γt

(a1 − a2γt) γ0

)
if a1 < (1 + γt) a2

1 −
∞∑

k=0

1

k!

(
− λ1λ2ω3γt

(b1 − b2γt)γ0

)k

Γ

(
1 − k,

λ1ω3γt

a2γ0

)
if a1 � (1 + γt) a2

(22)

3.2 Outage Probability at D2

In this paper, the desired symbol for destination is x2, thus D2 has to successfully
decode x1 first then using SIC to obtain x2. There are two cases for outage
happening at D2 that (i) both x1 and x2 can not be decoded successfully from
S and D2 in the first time slot ((min (γx1

1 , γx2
1 ) < γt,min (γx1

5 , γx2
5 ) < γt)), the

probability for this event is denoted by OP5; (ii) R detects correctly x1 and x2

transmitted from S in the first phase but D2 does not from both S and R in the
first and second phases, repsectively.

(Pr [min (γx1
1 , γx2

1 ) � γt,min (γx1
5 , γx2

5 ) < γt,min (γx1
3 , γx2

3 ) < γt]) ,this prob-
ability denoted by OP6. The outage probability at D can be formulated by:

OP 1 relay
D2

= Pr [(min (γx1
1 , γx2

1 ) < γt,min (γx1
5 , γx2

5 ) < γt)]︸ ︷︷ ︸
OP5

+ Pr [min (γx1
1 , γx2

1 ) � γt,min (γx1
5 , γx2

5 ) < γt,min (γx1
3 , γx2

3 ) < γt]︸ ︷︷ ︸
OP6

(23)
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The probabilities OP5 and OP6 can be obtained by substituting the SINRs
and SINRs γx1

1 , γx2
1 , γx1

5 , γx2
5 , γx1

3 , and γx2
3 into (23) as follows

OP5 = Pr
[
min

(
a1(1 − ρ)γ0g1

a2(1 − ρ)γ0g1 + (1 − ρ + μ)
,
a2(1 − ρ)γ0g1

1 − ρ + μ

)
< γt

]

︸ ︷︷ ︸
OP5.1

×Pr
[
min

(
a1γ0g5

a2γ0g5 + 1 + μ
,
a2γ0g5
1 + μ

)
< γt

]

︸ ︷︷ ︸
OP5.2

(24)

OP6 = Pr
[
min

(
a1γ0g5

a2γ0g5 + 1 + μ
,
a1γ0g5
1 + μ

)
< γt

]

︸ ︷︷ ︸
OP6.1

×Pr

⎡
⎢⎢⎣

min
(

a1(1 − ρ)γ0g1
a2(1 − ρ)γ0g1 + (1 − ρ + μ)

,
a2(1 − ρ)γ0g1

1 − ρ + μ

)
� γt,

min
(

b1ηργ0g1g3
b2ηργ0g1g3 + 1 + μ

,
b2ηργ0g1g3

1 + μ

)
< γt

⎤
⎥⎥⎦

︸ ︷︷ ︸
OP6.2

(25)

where OP5.1 can be obtained from OP1 as

OP5.1 =

⎧
⎪⎨
⎪⎩

(
1 − e

− λ1ω2γt
(a1−a2γt)γ0

)
if a1 < a2 (1 + γt)

(
1 − e− λ1ω2γt

a2γ0

)
if a1 � a2 (1 + γt)

(26)

OP5.2 = OP6.1 is expressed as

OP5.2 = OP6.1 = 1 − Pr
[
g5 � (1 + μ) γt

(a1 − a2γt) γ0
, g5 � (1 + μ) γt

a2γ0

]

=

⎧
⎪⎪⎨
⎪⎪⎩

Fg5

(
(1 + μ) γt

(a1 − a2γt) γ0

)
if a1 − a2γt < a2

Fg5

(
(1 + μ) γt

a2γ0

)
if a1 − a2γt � a2

=

⎧
⎪⎨
⎪⎩

(
1 − e

−λ5ω1γt
(a1−a2γt)γ0

)
if a1 < a2 (1 + γt)

(
1 − e

−λ5ω1γt
a2γ0

)
if a1 � a2 (1 + γt)

(27)
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OP6.2 is derived from AppendixB as

OP6.2 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e
− λ1ω2γt

(a1−a2γt)γ0 −
∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

(a1 − a2γt) γ0

)
, if

⎧
⎨
⎩

b1 < b2 (1 + γt)

a1 < a2 (1 + γt)

e
− λ1ω2γt

(a1−a2γt)γ0 −
∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

b2γ0

)k

Γ

(
1 − k,

λ1ω2γt

(a1 − a2γt) γ0

)
, if

⎧
⎨
⎩

b1 � b2 (1 + γt)

a1 < a2 (1 + γt)

e
− λ1ω2γt

a2γ0 −
∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

a2γ0

)
, if

⎧
⎨
⎩

b1 < b2 (1 + γt)

a1 � a2 (1 + γt)

e
− λ1ω2γt

a2γ0 −
∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

b2γ0

)k

Γ

(
1 − k,

λ1ω2γt

a2γ0

)
, if

⎧
⎨
⎩

b1 � b2 (1 + γt)

a1 � a2 (1 + γt)

(28)

The outage probability at D2 in the case of one relay can be obtained by
substituting the equations from (24) to (28) into (23) as

OP
1 relay
D2

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎝1 − e

− λ5ω1γt
(a1−a2γt)γ0

⎞
⎟⎠
⎡
⎣1 −

∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

(a1 − a2γt) γ0

)⎤
⎦ , if

⎧
⎨
⎩

b1 < b2 (1 + γt)

a1 < a2 (1 + γt)

⎛
⎜⎝1 − e

− λ5ω1γt
(a1−a2γt)γ0

⎞
⎟⎠
⎡
⎣1 −

∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

b2γ0

)k

Γ

(
1 − k,

λ1ω2γt

(a1 − a2γt) γ0

)⎤
⎦ , if

⎧
⎨
⎩

b1 � b2 (1 + γt)

a1 < a2 (1 + γt)

⎛
⎜⎝1 − e

− λ5ω1γt
a2γ0

⎞
⎟⎠
⎡
⎣1 −

∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

(b1 − b2γt) γ0

)k

Γ

(
1 − k,

λ1ω2γt

a2γ0

)⎤
⎦ , if

⎧
⎨
⎩

b1 < b2 (1 + γt)

a1 � a2 (1 + γt)

⎛
⎜⎝1 − e

− λ5ω1γt
a2γ0

⎞
⎟⎠
⎡
⎣1 −

∞∑

k=0

1

k!

(
−

λ1λ3ω3γt

b2γ0

)k

Γ

(
1 − k,

λ1ω2γt

a2γ0

)⎤
⎦ , if

⎧
⎨
⎩

b1 � b2 (1 + γt)

a1 � a2 (1 + γt)

(29)

4 Result and Disscussion

This section provide result and discussion of the outage performance at both
D1 and D2 in both cases of one and N relays via Monte Carlo simulation
and theoretical results. In a two-dimensional plane, the corrdinates of the
source S, the destinations D1, D2, and the cluster of relays are (0, 0), (1, 0.3),
(0.8,−0.3), and (xR, 0), respectively. Hence, we obtain the normalize distances
d1 = |xR|, d2 =

√
(1 − xR)2 + 0.32, d3 =

√
(0.8 − xR)2 + 0.32, d4 =

√
1 + 0.32,

d5 =
√

0.82 + 0.32. We assume that the path-loss exponent β = 3, the target
γt = 1, and μ = 1.

In Fig. 2, the outage probabilities at D1 and D2 versus power splitting ratio
ρ ∈ (0.1, 0.9) (for relay located between source and destinations) are investigated.
It can be seen that at ρ around 0.7, the outage performances of almost cases
in this scenario are obtained the best performance because it is the optimal
position for relay to decode information and harvest energy from source in the
first phase and forward information to destination in the second phase. We note
that D2 locates nearer the source and relay than D1 does, therefore the outage
performance at D2 is better than D1 in the case of the power allocation for
symbol x2 and x1 is nearly similar like (a1, a2) = (b1, b2) = (0.6, 0.4), but in the
case that the power allocation for x1 is much higher than that for x2, the outage
performance at D1 is higher than that at D2.
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Fig. 2. Effect of power allocation a1, a2, b1, and b2 on the outage probability at D1

and D2 versus ρ, when xR = 0.4, γ0 = 15 dB, ρ = 0.5, and η = 0.9.

5 Conclusions

In this paper, we consider energy harvesting technique in the NOMA relaying
networks. Partial relay selection scheme is applied to improve the system perfor-
mance. The closed-form expressions of the outage probability are presented to
evaluation and comparison of the performance at two destinations in both cases
of single and multiple relays. These theoretical expressions are derived using the
Monte Carlo simulation method. The theoretical results match the simulation
results well.

A Appendix A: Finding the Closed-Form of Probability

Pr
[
g1 � u1, g2 < u2

g1

]

By using the PDF of RV g1 and CDF of RV g2, the probability
Pr

[
g1 � u1, g2 < u2

g1

]
can be obtained as
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Pr
[
g1 � u1, g2 <

u2

g1

]
=

∞∫

u1

fg1 (x)Fg2

(u2

x

)
dx

=

∞∫

u1

λ1e
−λ1x

(
1 − e− λ2u2

x

)
dx

= e−λ1u1 −
∞∫

u1

λ1e
−λ1xe− λ2u2

x dx

︸ ︷︷ ︸
I1

(A.1)

To calculate the integral I1, we first apply the Eq. 1.211 of [6]: ex =
∞∑

k=0

xk

k! to the term e− λ2u2
x to obtain (A.2.1), then using Eq. 3.381.3 of [6]:

∫ ∞
u

xv−1e−μxdx = 1
μv Γ (v, μu) to obtain (A.2.2) as follows

I1
(A.2.1)

= λ1

∞∑
k=0

1
k!

(−λ2u2)
k

∞∫

u1

e−λ1x

(x)k
dx

(A.2.2)
=

∞∑
k=0

1
k!

(−λ1λ2u2)
k
Γ (1 − k, λ1u1)

(A.2)

By substituting (A.3) into (A.1), we obtain:

Pr
[
g1 � u1, g2 <

u2

g1

]
= e−λ1u1 −

∞∑
k=0

1
k!

(−λ1λ2u2)
k
Γ (1 − k, λ1u1) (A.3)

B Appendix B: Proof of Eq. (28)

First, for the case of a1 < a2 (1 + γt), the probability OP6.2 in (25) can be
rewritten as

OP6.2|a1<a2(1+γt) = Pr

⎡

⎣
g1 ≥ (1−ρ+μ)γt

(a1−a2γt)(1−ρ)γ0

min
(

b1ηργ0g1g3
b2ηργ0g1g3+1+μ

, b2ηργ0g1g3
1+μ

)
< γt

⎤

⎦

= Pr

[
g1 ≥ (1−ρ+μ)γt

(a1−a2γt)(1−ρ)γ0
b1ηργ0g1g3

b2ηργ0g1g3+1+μ
< b2ηργ0g1g3

1+μ
, b1ηργ0g1g3

b2ηργ0g1g3+1+μ
< γt

]

+Pr

[
g1 ≥ (1−ρ+μ)γt

(a1−a2γt)(1−ρ)γ0
b1ηργ0g1g3

b2ηργ0g1g3+1+μ
≥ b2ηργ0g1g3

1+μ
, b2ηργ0g1g3

1+μ
< γt

]

= Pr

⎡

⎣
g1 ≥ (1−ρ+μ)γt

(a1−a2γt)(1−ρ)γ0

g3 >
(b1−b2)(1+μ)

(b2)
2ηργ0g1

, g3 <
(1+μ)γt

(b1−b2γt)ηργ0g1

⎤

⎦

︸ ︷︷ ︸
OP6.2.1

+Pr

⎡

⎣
g1 ≥ (1−ρ+μ)γt

(a1−a2γt)(1−ρ)γ0

g3 ≤ (b1−b2)(1+μ)

(b2)
2ηργ0g1

, g3 <
(1+μ)γt
b2ηργ0g1

⎤

⎦

︸ ︷︷ ︸
OP6.2.2

(B.1)
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where OP6.2.1 and OP6.2.2 are given as

OP6.2.1 =

⎧
⎪⎪⎨
⎪⎪⎩

∞∫
ω2γt

(a1−a2γt)γ0

fg1 (x)

[
Fg3

(
ω3γt

(b1−b2γt)γ0x

)
− Fg3

(
(b1−b2)ω3
(b2)2γ0x

)]
dx, if b1 < b2 (1 + γt)

0 if b1 ≥ b2 (1 + γt)

(B.2)

OP6.2.2 =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Pr

⎡
⎣

g1 ≥ ω2γt
(a1−a2γt)γ0

g3 ≤ (b1−b2)ω3
(b2)2γ0g1

⎤
⎦ if b1 < b2 (1 + γt)

Pr

[
g1 ≥ ω2γt

(a1−a2γt)γ0
g3 <

ω3γt
b2γ0g1

]
if b1 ≥ b2 (1 + γt)

=

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∞∫
ω2γt

(a1−a2γt)γ0

fg1 (x)

[
Fg3

(
(b1−b2)ω3
(b2)2γ0g1

)]
dx, if b1 < b2 (1 + γt)

∞∫
ω2γt

(a1−a2γt)γ0

fg1 (x)
[
Fg3

(
ω3γt

b2γ0g1

)]
dx, if b1 ≥ b2 (1 + γt)

(B.3)

By substituting (B.2) and (B.3) into (B.1), and using the result in
AppendixA, we obtain

OP6.2|a1<a2(1+γt)
= OP6.2.1 + OP6.2.2

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∞∫
ω2γt

(a1−a2γt)γ0

fg1 (x)
[
Fg3

(
ω3γt

(b1−b2γt)γ0g1

)]
dx, if b1 < b2 (1 + γt)

∞∫
ω2γt

(a1−a2γt)γ0

fg1 (x)
[
Fg3

(
ω3γt

b2γ0g1

)]
dx, if b1 ≥ b2 (1 + γt)

= e
− λ1ω2γt

(a1−a2γt)γ0 −

⎧
⎪⎪⎨
⎪⎪⎩

∞∑
k=0

1
k!

(
− λ1λ3ω3γt

(b1−b2γt)γ0

)k
Γ
(
1 − k,

λ1ω2γt
(a1−a2γt)γ0

)
, if b1 < b2 (1 + γt)

∞∑
k=0

1
k!

(
− λ1λ3ω3γt

b2γ0

)k
Γ
(
1 − k,

λ1ω2γt
(a1−a2γt)γ0

)
, if b1 ≥ b2 (1 + γt)

(B.4)

Next, we can obtain the result for OP6.2 in the case of a1 ≥ a2 (1 + γt) from
(B.4) with replacing ‘(a1 − a2γt)’ by ‘a2’ as

OP6.2|a1≥a2(1+γt)
= e

− λ1ω2γt
a2γ0 −

⎧⎪⎪⎨
⎪⎪⎩

∞∑
k=0

1
k!

(
− λ1λ3ω3γt

(b1−b2γt)γ0

)k
Γ
(
1 − k,

λ1ω2γt
a2γ0

)
, if b1 < b2 (1 + γt)

∞∑
k=0

1
k!

(
− λ1λ3ω3γt

b2γ0

)k
Γ
(
1 − k,

λ1ω2γt
a2γ0

)
, if b1 ≥ b2 (1 + γt)

(B.5)

By combining (B.4) and (B.5), we finish the proof for Eq. (28).
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Abstract. As the deployment of wireless multimedia sensor networks
(WMSNs) increases sharply, the control granularity of traditional quality of
service (QoS) technologies present weak assistance to satisfy the various
application requirements. In this paper, we propose a novel architecture of
software-defined network (SDN) based content-centric QoS-guaranteed (SCQG)
for WMSNs. The SDN is an innovative network paradigm, which has capability
to uniformly monitor and control the WMSNs’ infrastructures automatically. In
proposed architecture, we formulate proper priority for each content based on its
popularity in WMSNs. And also, we extend the SDN controller to match the
content and make flow tables each content requests. Besides, we design an
k-nearest neighbor (KNN) based machine-learning algorithm to identify the
popularity of different contents.

Keywords: Wireless multimedia sensor networks (WMSNs)
Software-defined network (SDN) � Content-centric QoS-guaranteed
Popularity � k-nearest neighbor (KNN)

1 Introduction

Wireless multimedia sensor networks (WMSNs) aims to provide more comfortable
urban life, enriching data acquisition methods with videos, pictures and voices [1]. As
the increasing deployment of WMSNs, the control granularity of traditional quality of
service (QoS) technologies present weak assistance to support various future smart
applications in smart city [2].

Recently, concept of software defined networks (SDN) has been considered as an
innovative architecture with tremendous potential for utilization by the underlying
infrastructures [3]. Firstly, SDN decouples control plane from data plane, breaking the
vertical OSI model. States of all underlying infrastructures in the whole network are
monitored and controlled centralizedlly. Secondly, to provide efficient information
exchange between control plane and data plane, OpenFlow protocol, which has become
the most popular southbound application programmable interface (S-API), defines a
pipeline processing model [4, 5]. Rules of packets forwarding are handed out together
with flow tables from SDN controller. When a packet arrives, switch will look up flow
tables one by one. Once the corresponding flow table is matched, the packet will be
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forwarded according to rules in the flow table. If there is no appropriate flow table,
packet will be sent into SDN controller for analysis (such as routing path, firewall, and
load balancing). In summary, centralized control and global forwarding optimization
accelerate packet forwarding speed significantly [6–9]. However, the rules for packet
forwarding are designed only relying on the information from layer1 (L1) to layer4
(L4) of OSI model so that control granularity of OpenFlow protocol is inadequate for
provisioning quality of services (QoS) satisfactorily. Particularly, priority can not be
configured for each traffic dynamically. Therefore, some important sessions especially
for multimedia data delivery may be interrupted when congested. Thus, SDN needs a
new traffic engineering technique that can see deeper into the packet and identifies
behaviors of every traffic, then classifies traffic according to these diverse identified
behaviors in a fine-grained way. Content-awareness is perceived as a very imperative
technology to provision optimal QoS for communication networks [10–13]. However,
different from matching the static information from L1 to L4 of OSI model of TCP/IP
simply, huge overhead of traffic behavior identification may lead to sharp degradation
of network performance in traditional network.

In this paper, we propose SDN based content-centric QoS-guaranteed (SCQG)
architecture which incorporates content-aware capability into SDN. The behavior
identification is based on deep packet inspection (DPI), which is a typical traffic engi-
neering technique and this function is shifted into the control plane of SDN in a previous
work [14]. The SCQG specify the priority for each content appropriately according to its
popularity, mapping from behaviors and the real-time network states adaptively. Priority
control relies on dynamical modification of flow table. We present the designation
principles and discuss how the SCQG will facilitate the provision of QoS. Many sig-
nificant advantages in network performance such as delay, delay variation (including
jitter and drift), packet loss and throughput can be improved promissingly.

The main contributions of our work contain three aspects. Firstly, we formulate
proper priority for each content based on its popularity in WMSNs rather than the
information in packet header. Secondly, we extend the SDN controller to match the
content and make flow tables each content requests. Finally, we design an k-nearest
neighbor (KNN) based machine-learning algorithm to identify the popularity of dif-
ferent contents.

We push content-awareness to SDN controller that has the whole view of network.
The controller identifies popularity of each content and the underlying infrastructures
rewrites flow table to determine which action to use for a packet and which packets to
drop when congested. The scheme allows us to configure priority for each packet
dynamically according to the comprehensive analysis about users’ demands.

The rest of this paper is organized as follows. Section 2 introduces the prelimi-
naries. Section 3 describes the basic model and every component of SCQG architec-
ture. Section 4 describes the designation principles and its work process. Ultimately,
Sect. 5 concludes this paper.
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2 Preliminaries

In this section, we consider the possible existing technologies that may be utilized to
implement the proposed SDN based content-centric QoS-guaranteed (SCQG) archi-
tecture as follows.

2.1 OpenFlow Protocol

The emerge of OpenFlow protocol greatly accelerates the development of SDN. Now it
has become a standardized communication protocol for interconnection between
control plane and data plane of SDN. Flow table has been central to OpenFlow protocol
and it consists of matches, actions and counters mainly. Intelligent functions separated
from the underlying infrastructures are integrated into flow tables. When a packet
arrives, switch will match its IP header (L1–L4) by looking up the local flow tables one
by one fastly. If there is no appropriate flow table, this packet will be sent into SDN
controller for further analysis. Otherwise, it will be forwarded according to actions
defined in the flow table. In this process, packets can be classified rapidly according to
information from L1 to L4 and routing path is selected through computing some
statistical characteristics about states of communication links. OpenFlow makes it
flexible to reconfigure network elements dynamically and improves network perfor-
mance significantly [18].

2.2 Quality of Services and Priority Control

QoS refers to ability of a network that can use a variety of basic technology, to provide
better services for the specified network communication. QoS is a kind of network
security mechanism, and it is often used for solving the problem of network delay when
congested [14]. It is very important for network stability ensuring to implement better
QoS policy in time-critical network such as wireless sensor networks (WSNs) [15],
Smart Grid [16] and multimedia networks [17]. Usually, different applications have
different requirements for QoS in different networks. The more characteristics of traffic
flows are recognized, the more fine grained rules for QoS services can be provided.
Priority control is the most popular approach to provide QoS services. In IP based
network, DSCP is originally designated to distinguish the priority of each packet but
not adopted practically.

2.3 Content Popularity Awareness

In traditional network, content-awareness is commonly treated as behavior identification
of users. Therefore, deep packet inspection (DPI) originally is designed to enhance the
security of the network. It combines the functionality of intrusion detection system
(IDS) and intrusion prevention system (IPS) with a stately traditional firewall. The basic
concept of DPI contains content analysis of the captured packets as well as accurate and
timely discrimination of the traffic generated by different Internet protocols. Nowadays,
DPI has been the most widely used method for application-awareness [19, 20].

42 G. Li et al.



Implementing application-awareness allows network to provide fine-grained traffic
control by inspecting packets and identifying their application behaviors.

In this paper, we treat content-awareness as investigating the content’s popularity.
Implementing this content-awareness capability in SDN has two additional benefits.
Firstly, popularity based content-awareness enables privacy security by hiding the
identity of each user. Secondly, popularity based content-awareness is flexible for
network elements to reduce the overhead QoS management.

3 SDN Based Content-Centric QoS-Guaranteed

It is generally assumed that there are two elements that have affect on the QoS per-
formances of a communication system: (1) users’ demands, and (2) network resources
allocation. SDN treats all contents from the same local network as a group. In the past,
networking technology care more about the connection between hosts. Popularity of
contents are not considered when users call for content processing services. QoS
services provided by SDN is often implemented through network monitoring and
control. Multi-path is an effective approach to provide QoS guarantees. However, for
resource constrained and time-critical scenarios such as wireless multimedia sensor
networks (WMSNs), scale of delivered data in real-time is so large that every node and
link may be being occupied. To ensure non-interrupted of important sessions, the
importance of priority control is highlighted again. Therefore, we propose SDN based
content-centric QoS-guaranteed architecture, in which the SDN controller can identify
popularity of each content and classify them according to their popularity, and then
maps the popularity into priority to control the QoS performances.

3.1 Constrains and Assumptions

This section shows the motivation of this paper and the significance of our work.
Constrains of the scene are described as follows.

• Multimedia data delivery. Data exchanged in the specified communication system is
mixed with diverse types of information including texts, voices, pictures, flashes
and videos. We assume that the priority is positively proportional to content
popularity.

• Time-critical & fault-tolerance. To ensure stability and availability of the network, it
is imperative to transmit content with high priority from one to anther precisely in
real time.

• Costs optimization. Either energy, bandwidth or cache of each network node in
WMSNs are limited respectively, Moreover, continual join and quit my lead to
unavailability of multi-path because energy of each node can’t be aware of in real
time.

Besides, we also assume that the SDN control is a trusted control center, and this
center is maintained by trusted operators. Actually, this scene can be found out in the
real word easily.

SDN Based Content-Centric QoS-Guaranteed 43



3.2 Components Description

As illustrated in Fig. 1, the proposed architecture consists of four core modules
including content requests monitoring module, popularity identification module,
priority mapping module and QoS-guaranteed policy module.

Different from tradition network in which QoS requirements are mapped into dif-
ferentiated service control protocol (DSCP) markings at the side of hosts, in our scheme
QoS requirement of each content is identified by monitoring the popularity of diverse
content. The priority-marking of each content coming from any user is set as zero
initially. Content requests monitoring module consists of content requests collection,
content inspection and information analysis. Content requests collection unit is
designed to collect the content names which are the first time to enter into this network
and must be sent to SDN controller for identification. This unit is deployed on the
network elements in data plane. Content inspection unit is designed to identify
application layer’s information from the sent content. The application layer’s infor-
mation related to L7 visibility is provided as network services for orchestration of QoS
guarantees. Information analysis unit is designed to provide an interface for synchro-
nization between L7 information and states of whole network.

When the next same content arrives, priority-marking unit on the switch will match
its priority-marking with flow tables one by one. If there is no corresponding flow table
for this packet, it will be sent into traffic collection unit and then be sent into content
inspection unit for identification. Applications of QoS guarantees unit in SDN converts
these L7 information into a series of priority values, then priority control unit dis-
tributes them into data plane together with the corresponding flow table about for-
warding. Rules in the flow table will contain policy about how to deal with the
priority-markings. Therefore, the scheme allows us to configure priority for each
content dynamically according to the comprehensive analysis about network states and
users’ QoS demands.

Fig. 1. The system model of SDN based content-centric QoS-guaranteed architecture.
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4 Design Principles

In SCQG scheme, the content popularity awareness is formulated to KNN algorithm. It
allows priority for each content to be configured appropriately according to their
popularity and the real-time network states automatically. Priority control also relies on
dynamical modification of DSCP label. In this section, we will present the design
principles and discuss how SCQG architecture to facilitate the provision of QoS in
WMSNs. The main contribution of our work that hosts are the wrong place to map
priority onto per-content will be introduced in detail. We push priority-mapping to
SDN controller to identify popularity of each content. DSCP field is rewritten for
determine which content to drop when congested and marking the identified contents.
SCQG scheme enables inter-network priority-making. The proposed scheme makes it
possible to dynamically configure priority for each content in a fine-grained way.

4.1 Priority-Mapping from Popularity

Forwarding policy for every content with a fixed priority is unelastic, priority marking
defined by hosts can’t be change in real-time with network states. As introduced in
advance, the main contribution of our work is that hosts are the wrong place to map
priority onto per-content. We push priority-mapping to a trusted SDN controller which
has view of the whole network. Priority-marking of each packet coming from any host
is set to zero initially.

The priority-mapping from popularity is based on KNN algorithm. The steps of
KNN algorithm is showed as follows.

(1) Initialization of training set: We compute out the 42 different stochastic values in
training set and compare them with many cautiousness in training set. We denote
the eigen matrix in training set by X ¼ X1;X2; . . .;Xnf g, in which Xi presents
stochastic values with significant difference. Therein, n represents the total
number of training set, and the stochastic values with significant difference in
training set is denoted as Xi ¼ xi1; x

i
2; . . .; x

i
l

� �
, 1� l� 14; l; n 2 N þ . The i� th

training content is labeled with priority ki, ki 2 'a','b'f g.
(2) Initialization of testing set: We compute out the 42 different stochastic values in

training set and compare them with many cautiousness in testing set. By com-
paring, we select 14 different eigen values, which are denoted by a matrix
Y ¼ Y1; Y2; . . .; Ymf g. Therein, m represents the total number of testing set; We
denote the eigen matrix in testing set by Yj ¼ y j1; y

j
2; . . .; y

j
l

� �
, 1� l� 14;

l;m 2 N þ .
(3) KNN based priority-awareness:

To complete the priority prediction of each content in testing set, we calculate the
euclidean distance between vectors in training set and testing set

Dij ¼ dðXi; YjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i
ðxil � y jl Þ2

s

. When we want to predict the priority of j� th

content,the contents in j� th column of Dij are ranked from high to low. We
select K lowest values and their corresponding i, and re-label them as
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i1; i2; . . .; iKf g. In the algorithm, the priority counter is initialized as Ca ¼ 0 and
Cb ¼ 0 firstly; Then, we retrieve the ki1 ; ki2 ; . . .; kiKf g, if kik ¼ 'a', then
Ca ¼ Ca þ 1; if kik ¼ 'b', then Cb ¼ Cb þ 1. Consequently, if Cb [Ca, then the
priority label is set as 'b', otherwise, the priority label is set as 'a'. Recycling the
above process can finish the priority prediction. Actually, by the classification of
KNN algorithm, the most popular content will be configured as the highest
priority.

4.2 Packet Matching

The priority configuration is implemented by setting the DSCP value. When content
arrives in switch supporting OpenFlow protocol, DSCP field will be matched firstly, if
it is equal to zero, this content will be mirrored into SDN controller through “Packet In”
message, and then it will be inspected by content popularity aware module. If malicious
behaviors are found, this content will be dropped. Therefore, there no doubt that our
scheme also can prevent malicious programs stepping into the networks additionally.
Otherwise, a new flow table with DSCP value representing for priority will be dis-
tributed into OpenFlow switches.

As defined in advance, if it is the first time for this content to step into network,
DSCP field will be set to zero and there is no corresponding flow table for it. Hence, it
will be sent to SDN controller through a secure channel for analysis. Steps of content
matching related to IP priority on the OpenFlow switch are introduced as follows

(1) Check whether DSCP field are NULL (every bit is zero).
If not, continue to match. Otherwise, go to step (5).

(2) Matching flow table one by one. If not found, go to step (5) Otherwise, continue.
(3) Forward content to the next switch.
(4) Execute instructions in action sets and update the counter.
(5) Send content to controller.

4.3 DSCP Field Marking

As introduced in advanced, the main contribution of our work is that hosts are the
wrong place to map application behaviors onto per-content. In our scheme, application
behaviors are identified by application-aware technology, and service priority are
marked by set DSCP field. Moreover, DSCP field is filled out according to network
states in real time dynamically by network operators rather than settled by hosts (users).
Values of DSCP field are distributed together with the corresponding flow table
through “Packet Out” message. Before this content is forwarded to the next switch, its
DSCP field will be rewritten by the distributed values.

4.4 Optimization of Content-Awareness

Overhead of content-aware technology is very large and both efficiency and accuracy
of it still need to be improved, in this paper we adopt three methods to optimize it as
introduced in followings.
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(1) DSCP field in the packet header is used to mark QoS priority of diverse appli-
cations uniquely. When a marked content arrives again, the corresponding flow
table which has been formulated when the data content arrives for the first time is
executed. In another word, content is inspected only when it arrives for the first
time.

(2) A high-speed traffic collection unit is deployed in data plane to line the contents
up, and this unit also set up an agent to pre-process and classify these contents.
Both when and where the content arrives will be recorded and these records will
be stored in a management information (MIB). They are also provided for diverse
applications by the general interface.

(3) Content popularity-awareness is provided as services. Different application-aware
instances can be allocated on demands. Scalability and efficiency of it can be
improved significantly.

5 Conclusion

In this paper, a novel architecture with content-aware traffic control was proposed for
WMSNs, popularity based priority configuration was integrated into the SDN con-
troller. The global network view, status, flow patterns/characteristics and behaviors of
the traffic flows were exploited to meet the diverse requirements of network applica-
tions for better stability, scalability and flexible scheduling. The proposed architecture
contained content popularity aware module and the traffic control module. Besides, we
adopted some mathematical models to quantitatively evaluate the performances of the
proposed architecture. We designed an k-nearest neighbor (KNN) based
machine-learning algorithm to identify the popularity of different contents.
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Abstract. In the paper, we investigate the effect of the total number
of sensors on the localization performance in a shallow water area. The
source localization performance is evaluated by using the White Noise
Constraint (WNC) matching field processing (MFP) algorithm in this
paper. The obtained results demonstrate that the quantity of the sen-
sors influences on the accuracy of the localization performance that is
estimated for the case of the fixed target as well as for the case of the
moving one. The effect of the amount of the sensors studied on this paper
can be used as guidelines to design sensor arrays in a particular shallow
water area for a passive sonar system.

Keywords: Matched field processing · Source localization
Shallow water

1 Introduction

Matching field processing (MFP) is a fundamental approach to localize source
targets in shallow underwater [1,4,7,8]. In conventional MFP method, the ambi-
guity surface contains many sidelobes besides the mainlobe. A solution to over-
come this drawback provides several adaptive MFP methods for an attempt
to get higher resolutions and more robust to the environmental mismatch in
comparison with the conventional MFP. Among variety of adaptive MFP meth-
ods, the Dialog Loading (DL) or White Noise Constraint (WNC), which uses
an array of sensors vertically or horizontally and justify the parameter in the
diagonal loading, is used to evaluate the localization performance in the paper.
The reason for this selection is that WNC algorithm improves significantly the
localization performance in terms of high resolution as well as the ability to resist
to environmental mismatch. The localization performance obviously depends on
inevitable mismatch problems that caused by environmental factors [2,3,9] and
on the presence of the noise effects [10–12]. Further, the random sensor topology
is considered as a factor that impacts on localization performance [5]. The local-
ization performance depends on the positioning error that is varies according to
the range error, the depth error and the peak background rate (PBR). In this
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paper, the positioning error is based on the error criteria with the range error
not higher than 40 m, depth error not higher than 4 m and the PBR higher than
2. In this paper, we evaluate the effect of sensor topologies in term of the number
of the sensors on the localization performance in typical shallow water area. This
analysis can be extended with respect to both the fixed target and the moving
one. The presented results are intended to serves as guidelines for the design of
the sensor array to get better performance.

The paper is organized as follows. In Sect. 2, we summarize the WNC-MFP
algorithm which is used for localization in shallow underwater. In Sect. 3, the
effects of the number of the sensors are demonstrated. Section 4, a discussion of
simulation results can be found. Finally, the conclusion is presented in Sect. 5.

2 The WNC Algorithm

The output of MFP algorithm is calculated by [8]:

B = wHRw (1)

Where R is the covariance matrix, which is calculated based on the spectral
of received signal at the sensors. To improve the estimation, the data snapshot
is averaged, leading to R expressed by:

R =
1
M

M∑

m=1

pmpHm (2)

where pm is the mth snapshot.
The weight vector w of the MFP processor, which is equal to the replica

vector ν, is calculated by applying an acoustic model. And, the weight vector is
presented by:

w = ν =
G (r, z)
|G (r, z)| (3)

Where Green function (G) is calculated based on acoustic models. When
applying the Normal Mode Method, Green function is calculated as following [6]:

G(r, z) =
i

ρ(zs)
√

8πr
e−j π

4

∞∑

m=1

Ψm(zs)Ψm(z)
ejkmr

√
km

(4)

Where r is the distance, z is the depth, ρ is the density, zs is the depth of
the source, Ψm is the mode amplitude and km is eigenvalue.

In the conventional MFP algorithm, the weight vector w is proportional to
the replica vector ν, and many sidelobes come into existence next to the main-
lobe. This presences motivate other adaptive methods should be proposed to
suppress the sidelobes so that they are extremely lower than the mainlobe. The
minimum variance directionless response (MVDR) MFP algorithm is developed
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to significantly improve the ability to localize the source with considerable reso-
lutions. However, this remarkable resolutions capacity deals with the mismatch
of the ocean condition. In this paper, the WNC-MFP algorithm is applied to
investigate the localization performance since it not only keeps the advantage of
the conventional MFP algorithm’s wide mainlobe which makes the WNC MFP
robust to environmental mismatch but also maintains the minimum variance
directionless response (MVDR) MFP algorithm’s high resolutions. The weight
vector of the WNC method is the function of both the replica vector ν and the
covariance matrix R, as well as the loading parameter ε:

wwnc =
(R + εI)−1

ν

νH(R + εI)−1
ν

(5)

The output of the WNC-MFP processor is presented as:

Bwnc = wH
wncRwwnc (6)

The maximum of the output of the processor will locate the source position.

3 The Environmental Model

To evaluate the effect of the sensors on the performance of the system, the paper
choose a typical shallow water area which contains environmental parameters as
follows. The environmental model includes three layers: water layer, sand layer
and bottom layer; each layer has its own parameters. In the water layer, the
sound speed varies from 1522 to 1543 m depth, the density ρ is 1.024 g/cm3, and
the depth of the layer is 112 m. In the sand layer, the sound speed varies from
1520 to 1590 m depth, the density ρ is 1.75 g/cm3, the absorption parameter is
0.2 dB/λ and the depth of the layer is 12 m. In the bottom layer, the sound speed
is 1650 m/s, the density ρ is 1.9 g/cm3, the absorption parameter is 0.5 dB/λ
(Fig. 1).

4 Simulation Results

4.1 Input Parameters

The environmental model including particular parameters is described in Sect. 3.
For the case of moving target, the source transmitted at 110 Hz is at the range
of 2000 m and at the depth of 59 m. For the case of fixed target, the source
transmitted at 110 Hz is at the range from 1000 m to 3000 m and at the depth of
59 m. The simulation is carried out in presence of the Gaussian noise that has
signal to noise ratio (SNR) equal to −5 dB. The simulation evaluates the effect
of the total of the sensors on the localization performance when applying WNC-
MFP algorithm with diagonal loading parameter ε equal to 1. In this paper, the
localization error is evaluated based on the error criteria with the range error not
higher than 40m, depth error not higher than 4 m and the PBR higher than 2.
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Fig. 1. Ocean model.

4.2 The Simulation with Different Number of Sensors for the Case
of the Fixed Source Target

In Figs. 2, 3, 4 and 5 the localization results is presented when the source target
is fixed. The simulation shows that the higher number of sensors is used, the
better performance result is obtained. To be more specific, the source position is
wrongly determined if only 4 sensors are used; in contrast the localization result
becomes exact if 6 sensors are employed. In Fig. 5, when the total sensors are
equal to 4, the ambiguity surface contains lots of sidelobes beside an undistin-
guishable mainlobe. The ability to distinct the mainlobe for the case of higher
6 sensors is better than one for the case of 4 sensors. The ambiguity surface for
the case of 32 sensors gets higher resolutions in which high mainlobe could be
considerably distinguishable beside other suppressed sidelobes in comparison to
those for the remainder of the simulation cases.

4.3 The Simulation with Different Number of Sensors for the Case
of the Moving Source Target

When the source target is a moving one, the simulation is presented in Figs. 6, 7
and 8. In Fig. 6, using 4 sensors could make the source target run out of its orbit.
In Fig. 7, the target follows its orbit when using 6 sensors, however the mainlobe
could not be distinguished clearly from the sidelobes. In Fig. 8, if 16 sensors
are employed, the mainlobes not only follow their orbit but also play prominent
places which could be distinguishable from other sidelobes. An increase of the
number of the sensors, particularly higher than 6 sensors, makes the resolutions
of the ambiguity surface better, leading to raise the ability to determine the
target.
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Fig. 2. The ambiguity surface for the case of fixed target with 4 sensors.
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Fig. 3. The ambiguity surface for the case of fixed target with 8 sensors.
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Fig. 4. The ambiguity surface for fixed target for the case of fixed target with 16
sensors.
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Fig. 5. The cross section of the ambiguity surface for fixed target with different sensor
number.

Fig. 6. The ambiguity surface for the case of moving target with 4 sensors.

Fig. 7. The ambiguity surface for the case of moving target with 6 sensors.
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Fig. 8. The ambiguity surface for the case of moving target with 16 sensors.

5 Conclusion

The paper investigates on the influence of the sensors amount on the localization
performance when applying the WNC-MFP method in a typical environmental
condition. When the parameters of the environment and the criteria of the local-
ization error varies, the requirement of the hydrophone number could be changed
in order to guarantee the localization performance. The simulation results show
that at least six sensors need to be deployed to ensure the accuracy of the local-
ization performance with respect to the environmental parameters observed and
positioning error criteria in this paper. With higher level of accuracy and resolu-
tion requirements, the sensors number need to be used is higher than 6 sensors to
ensure localization performance. The localization performance will be improved
if the sensor number increase.
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Abstract. In this paper, we present a container-based emulation testbed, namely
UiTiOt. The testbed integrated a well-known wireless emulation tool called
QOMET to imitate the wireless network models over established wired network.
Our testbed was developed based on a state-of-the-art technology called
container-based virtualization. With our proposed design, we aim to provide
researcher with the capability of running large-scale wireless/IoT experiments at
affordable cost. Therefore, we did an insightful evaluation to ensure the feasibility
and accuracy of the implementation of UiTiOt testbed. The evaluation includes
several test-cases with different network topologies and routing protocols.

Keywords: Network architectures � Network evaluation
Container-based emulation � Network testbed

1 Introduction

As the trend of Internet of Things (IoT) continues to thrive in recent years, where the
number of connected devices will reach 20.8 billions in 2020 [1] and leads to rapid
movement in development of modern network protocols and standards. It is necessary
to test the new device functionality in both hardware and software aspects before mass
production. However, there has been a challenge to setup hundred-node or
thousand-node in real-world scenarios because one has to consider a number of factors
such as geographical position, mobility, transmit power and the budget to afford real
devices. Since the simulation only solved the large-scale experiment in theoretical
model where many environmental variables would be assumed or randomly set like
node mobility, communication range or propagation loss, and in addition it was unable
to execute in real-time like real-world testbed as illustrated in Table 1 [2].

Our work [3] has proposed a wireless/IoT Emulation Testbed based on container-
based virtualization and QOMET, a wireless network emulation set of tools that made
the wired-network adaptable for wireless network experiment. In our testbed system,
each node in experimental scenario is represented by a container, which a simple
Linux-runtime process that encapsulate user-namespace and relevant binaries and
libraries to form a thinner Operating System-like environment. By implementation, we
proved the proposed design’s feasibility and usability, but we have yet to perform any
further evaluation on its performance. Hence in this paper, we focus on evaluating the
performance of our emulation testbed, namely UiTiOt through many test-cases

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Y. Chen and T. Q. Duong (Eds.): INISCOM 2017, LNICST 221, pp. 57–66, 2018.
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with different set of parameters. Instead of using OpenStack as underlying infras-
tructure [3], we setup small scale setup by using VMware virtual machines running on
a high-performance laptop. By doing this, we possibly remove any underlying network
constraints which had occurred in previous work [3], where traffic flows between
containers would be routed to unwanted path despite our configuration. Our paper is
organized as follows: the first section is the introduction, Sect. 2 discuss related
research in emulation testbed and container-based virtualization, Sect. 3 revisits the
architecture of our testbed design, Sect. 4 shows the experimental results of perfor-
mance evaluation and followed by a conclusion.

2 Related Work

Testbed especially the emulation testbed systems has been playing an important role in
development and evaluation of wireless protocols and application. Recent research has
shown the advantages of emulation testbed, for instance EmuStack [4] which based on
OpenStack and Docker showed the efforts of building a distributed emulation testbed
for Delay Tolerant Network (DTN) at a reasonable cost, but no large-scale evaluation
has yet been addressed. In addition, QOMB [2] which derived from a general-purpose
wireless network test bench StarBED [5], which is large-scale testbed infrastructure
comprised of physical computer nodes and network hardware. QOMB and related
research and emulation experiments on StartBED system has proven the its efficiency
and usability in the field of wireless network experiment but still required a large
budget to develop and operate. In addition, recent work of [6] has proposed an emu-
lation testbed based on OpenStack Cloud where an experiment node substituted by a
virtual machine instance. On each experiment node of QOMET [7], the emulation
process would be executed on-the-fly to mimic the wireless behavioral communication
over the top of wired network setup. In recent year, container-based virtualization has
embarked most aspects of software production in general. Though, many have utilized
the advantages of container technology to apply in their research, most used it as an
alternative for VM to deploy large-scale network experiment such as reproducing
popular network experiments while others used container-based virtualization for
Information-Centric Networking (ICN) [8] testbed or even in high-performance com-
puting [9] and ubiquitous computing. Recent research [10] has shown the impressive
performance of container technology in cloud context which outperform virtual
machines and nearly the same as native performance.

Table 1. Comparison of wireless testing techniques

Simulation Real world Emulation

Real-time execution No Yes Usually
Control level High Low High
Condition range Large Small Large
Result realism Low High Medium
Experimentation cost Low High Medium
Ease of use High Low Medium
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3 Architectural Design

Our testbed system was created by integrating a well-known wireless emulator
QOMET into a virtual container, also known as container-based virtualization tech-
nique [11]. In a brief, container-based virtualization is a lightweight alternative to the
hypervisors, also known as Operating System (OS) Level virtualization. In
container-based virtualization, physical resources of one machine are divided into
multiple isolated user-space instances called containers. This can be achieved by using
a feature of the Linux kernel called kernel namespaces, which allow different processes
to have different view on the system, network-namespace feature can also be used to
enable network virtualization. The container-based virtualization is basically a piece of
software that works at the OS-level, providing abstractions directly for the guest
processes. Since it works at OS-level, all virtual containers share the same Linux kernel
with the host operating system, hence will have weaker isolation in comparison with
hypervisor-based virtualization. However, each container behaves exactly like a
stand-alone OS from the user’s perspective. In our system, we used Docker [12], the
state-of-art software that extended LXC [13] (Linux container – the most popular
implementation of virtual container).

3.1 Qomet

QOMET [7] is short for Quality Observation and Mobility Experiment Tools, which is
a set of tools used for wireless network emulation. It has been developed by researchers
at JAIST since 2006. Our system used the version of QOMET (v2.1), released in June
2013 (Fig. 1).

The emulation mechanism of QOMET consists of two main stages. Firstly, a
scenario description was defined by user to represent the wireless communication
conditions and topology, that are then used to generate the experimental nodes and
computing the network degradation values called deltaQ. Secondly, those degradation
values were applied to the actual traffic by wireconf module (Fig. 2), which is a
wrapper for a link-level emulator called DummyNet [14]. In this case, the degradation
computation step is very simple, but in order to execute the degradation on real-time
traffic of complex topologies was quite a challenge. Our main work focus on creating a
Linux run-time environment for QOMET to be deployed and executed the artificial
wireless network over wired/virtual network, and virtual container is inevitably the
most ideal candidate for creating the QOMET run-time environment.

Fig. 1. QOMET model for the emulation.
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3.2 UiTiOt Testbed

It is important to mention that the underlying infrastructure for the container-based
virtualization is not necessarily the physical machine, a virtual machine can be used to
deploy the container runtime software like LXC, Docker. As shown in Fig. 2, we used
virtual machines to provide an OS-based computing instances for the upper
container-based virtualization. In Fig. 2, a group of virtual machines (VMs) have been
created to deploy a Docker-provided technology called Docker Swarm, which enable
Docker-running VMs to share their computing resource (e.g. CPUs, memory, NIC) to
form a single pool of compute resources that can be interacted transparently from the
user point of view. The most notable feature of this distributed containers model is
overlay networks, which are networks spanning on top of other networks [15]. In other
words, one container from one VM will be able to communication with other con-
tainers from VMs that running Docker Swarm agents, VM0 in this model was dedi-
cated to be a discovery backend service that stores the identities of all VMs in the
Docker swarm setup, this help the VM running Swarm manager discover and check the
availability of Swarm agents it manages. In our model, the overlay networks spanned
on top of lower virtual networks of virtual machines, which otherwise can be physical
networks if we had used physical computers to setup Docker Swarm. In this model,
each experiment node described in QOMET scenario file is substituted by a container.
At first, user had to defined the his experimental scenario in QOMET XML-file, which
was then automatically parsed into Docker-compose YML-file. The file contained
description about number of containers (each represent an experiment node), number of
overlay networks, environment variables inside each container, etc. It important to
mention that QOMET executable binaries (e.g. deltaQ, wireconf, etc.) into the con-
tainer image, which is a versioning image defined which software should be installed

Fig. 2. Architecture of UiTiOt testbed using container-based virtualization.
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and run inside the container. In Docker engine, those container image configuration is
defined a single file called Dockerfile. As all relevant file were put into container
including a set of routing software like Quagga [16], OLSRd1. The deltaQ value was
computed on-the-fly in the progress of building the image. At the end of Dockerfile, we
defined an entry point, which points to the application will execute when the container
is created and hence we setup multiple start-up applications at once using a custom
script. Finally, the container image packaged with all necessary files for specific
experiment was distributed across all VMs via a cloud-based container image hosting
Docker Hub2. Finally, the virtual wired-network environment had been established for
emulating environment, the system now creates a number of containers and overlay
networks according to Docker-compose YML-based file. The container distribution
was managed by the Docker Swarm manage and agent to spread the containers across
VMs which currently have available resources. We can also manually define the and
container distribution and container-consumed resources (CPU, memory, etc.) by
specific configuration inside Docker-compose YML-based file3. All relevant logs of the
experiment will be automatically pushed to a pre-defined central file server.

4 Experimental Results

In this section, we evaluated the performance and accuracy of our distributed
container-based testbed through several test-cases. The Docker Swarm setup was
hosted on VMware Fusion hyper-visor running inside a laptop, which is a MacBook
Pro model 2015 equipped with Core i7 (2.2 GHz) and 16 GB of memory. The virtual
machines setup was quite similar to the design, which it has four VM(s): one for
discovery service was assign 1 vCPU/ 1 GB RAM, one as a Swarm manager with 2
vCPU/ 4 GB RAM, two as Swarm agents in which each has 1 vCPU/3 GB RAM.

In our experiment, we deploy 32-node scenario, in which these nodes form a tree
topology network as illustration in Fig. 3. Besides, two routing schemes were used to
enable multi-hop communication among experiment nodes, the first routing mechanism
was RIP which enable by using Quagga routing suite, the second one was Optimized
Link State Routing which implemented by using OLSR daemon (OLSRd). The
communications environment was defined in QOMET test-cases using a list of
parameters shown in the Table 2. a, r, W respectively specify the parameters atten-
uation constant, shadowing parameter, wall attenuation of the log-distance path loss
propagation modeltransmit power specifies the power of the power in dBm. The two
main testing cases were interference and non-interference where pre-defined conditions
shown in Table 2 will artificially affect the link quality between nodes, hence the
wireless network communication will be emulated on top of the wired network by
execution of wireconf module in each node. In the third test-case, the execution of
wireconf module of QOMET was disabled to capture the normal network performance

1 OLSRd: http://www.olsr.org/mediawiki/index.php/Olsr_Daemon
2 Docker Hub: http://hub.docker.com/
3 https://docs.docker.com/compose/compose-file/
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without emulation. The popular network performance measurement tool Iperf [17] was
used to generate network traffic and capture the bandwidth pattern as well as loss-rate.
In detail, the test duration last for 200 s, but the actual duration when iperf client really
communicate with iperf server is approximately 190 s.

We combined 3 mentioned test-cases with two types of routing protocol to create
six different testing cases. Two intended connections were chosen to illustrate the
emulation effects on wired network are: the first connection is from node15 to node31
where the transmission occurred directly between two nodes; and the second con-
nection is from node0 to node31, the multi-hop connection is be the longest branch of
the tree structure. The measured bandwidth of these connections are shown respectively
in following figures Figs. 4 and 5.

In Fig. 4 we continue to discuss the measured bandwidth of a direct connection
from node15 to node31. It is clear from the graph that the figures for 6 cases fluctuated
in a small range during the period except the scenario without interference using OLSR
performed a wide range fluctuation at the beginning of the period, which was till

Fig. 3. Tree topology consist of 32 nodes and multiple subnets

Table 2. QOMET XML-file configuration for two main testing cases

Test-case With interference Without interference

Transmit power 2.5
a 3.2 2.0
r 0
W 0
Noise power −100 0
Standard 802.11a
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unexplanable at the moment. The average bandwidth in the experiment without
interference using OLSR was reported to approximately 1015 kbps. Meanwhile, the
figures for the other ones were nearly the same as each other at just under 1050 kbps.

As is shown by the above line chart, the measured bandwidth in both 2 cases which
disabled QOMET was seen to be more stable than the other ones. The figures were
fluctuated in a tenuous range from around 1020 to almost 1080 kbps. Meanwhile, the 2

Fig. 4. Bandwidth measured of connection from node15 to node31

Fig. 5. Bandwidth measured in 6 test-cases from node0 to node31
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test-cases with interference and the one without interference using RIP performed a
fluctuation in the bandwidth of the connection from node 15 to node 31 in a wider
range. They were changed from under 1000 to just above 1110 kbps. In contrast, the
bandwidth in the experiment without interference using OLSR fluctuated in a wide
range at the beginning of the period. The minimum and maximum figures for this
scenario were reported to approximately 130 and over 1300 kbps respectively.

In general, the proportions of packet loss in the experiment with interference were
always at a higher level than the other ones. They were followed by the figures for the
experiment without interference and the one that disabled QOME. In Figs. 6 and 7, the
connection from node 15 to node 31 which was a direct connection, had the lowest
percent of packet loss among 6 connections. The loss-rate for this connection in the
experiment with interference was just under 8%, which was almost 3 times higher than
the figure for the one without interference. Similarly, only approximately 1% packets of
this connection which were unable to reach the destination in the experiment that
disabled QOMET. Regarding the figures for indirect connections which were con-
nections consisting intermediary nodes, the measured loss-rates for the scenario with
interference were at least 18% and up to approximately 24% whereas the corresponding
figures for the one without interference oscillated between 15 and just above 17%. In
the scenario that disabled QOMET, the connections were reported with the lowest
loss-rates among 3 test-cases which were from around 7.5% to 15%. Similar to Figs. 6
and 7 depicts the loss-rates of 3 test-cases but using OLSR instead of RIP. It is clear
from the graph that the experiments using OLSR were reported with a considerably
lower loss-rates than the ones using RIP. In most of connections, the loss-rates among 3
experiments followed a descending order from the experiment with interference then
without interference to the experiment that disabled QOMET. In contrast, a different
order of loss-rates among the 3 test-cases was shown in 2 connections from node 16 to

Fig. 6. Lossrates of test-cases using RIPd (Quagga)
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node 26 and from node 15 to node 31. The lowest figure among 3 test-cases was
reported to the experiment with interference at about 0.25% for the connection from
node 15 to node 31 and under 3% for the one between node 16 and node 26. At around
2.3% and exactly 5% packet sloss respectively for these 2 connections, the scenario
without interference was the leader among these 3 test-cases. Meanwhile, the loss-rates
for the experiment that disabled QOMET were shown at 1% for the connection
between node 15 and node 31 and approximately 3.3% for the one from node 16 to
node 26.

5 Conclusion

In a conclusion, we have evaluated the UiTiOt Testbed throughout six test-cases in a
complex tree-based topology. The loss-rate results shown that the system work per-
fectly as our expectation. However, the measured bandwidths showed some abnormal
patterns, in which non-interference case have a wide range of fluctuation than the
interference case, and we have yet addressed any root causes of this problem. We
believe our architecture design have a great potential in large-scale experiment in term
of emulation accuracy, automatic deployment and reasonable cost. Though, there are
still many to work need to be done to improve the testbed: deploying and extending the
underlying infrastructure to more physical or virtual machines to support more ex-
periment nodes, and we also aim to support more latest wireless/IoT routing protocol
like ZigBee, 802.11n, etc., in the near future. Finally, we do hope that this system will
potentially contribute to the development of domestic and international IoTs research
and innovation.

Fig. 7. Lossrates of test-cases using OLSRd
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Abstract. OFDM is substantial against Inter-symbol-interference due to long
symbol duration. However, inter-carrier interference (ICI) caused by high
Doppler frequency shift has a severe impact on OFDM in case of high channel
variations. In this paper, we propose an ICI mitigation method by utilizing the
estimation and pre-compensation of high Doppler shifts in high-speed railway
communication systems for smart cities. The estimate of the Doppler shift is
based on a preamble frame of data in communication link between EnodeB and
user equipment. The simulation results show that the performance of system has
been improved using the proposed model.

Keywords: Doppler effect � CFO � OFDM � HSR � ICI � Smart cities

1 Introduction

In smart cities, the means of intelligent transportations need to be connected to a huge
communication network to transfer the real-time properties of transportation as well as
the control signals, which manages autonomous vehicles in order to reduce urban traffic
congestions, to detect accidents and to avoid crashes [1–3]. In high speed railway
(HSR), the demands for high-speed data connections of passengers on board as
Internet, video calls, online TV are increasing. But the global system for mobile
communications-railway (GSM-R) based on GSM technology does not meet the
increasing requirements of broadband communications for supervising, controlling the
train operation and services for passengers [4]. Currently, there are a lot of multimodal
systems supplying broadband communications for HSR. One of them is the global
broadband multimodal radio systems (MOWGLY) in Europe, which provides WiFi
signal for passengers on board, the satellite signal for communications between train
and the ground with a big delay. It is also used on Thalys and TGV East to supply
broadcast internet [5]. With the speed of train is 300 kph, the maximum speed of data
downlink and uplink are 4 Mbps and 2 Mbps, respectively [6]. Although current
technologies temporarily meet the demands for HSR radio communications, they do
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not meet the requirements for the fastest speed trains, high-speed data, real-time and
reliable communications. According to recent studies, the required data rate for a train
in HSR is around 37.5 Mbps and over 0.5–5 Gbps in the near future [7]. 4G long term
evolution (LTE) standard has been widely investigated to satisfy the HSR communi-
cation system needs as well as for the train communication and the transmission of train
control data [8].

The main core of 4G LTE standard in radio access network is orthogonal frequency
division multiplexing (OFDM). OFDM provides high bandwidth efficiency and reliable
signal transmission by dividing the available spectrum into group of closely spaced
orthogonal sub-carriers, instead of transmitting a high data stream with a single carrier.
Nevertheless, a series of difficulties caused by high movement speed such as
over-frequent handover and high Doppler shift need to be solved urgently [9]. Par-
ticularly, when the OFDM based systems are considered for HSR communications, the
Doppler frequency shift compensation techniques are vital due to the fact of that the
OFDM systems are vulnerable to the carrier frequency offset (CFO) which may
introduce the inter-carrier interference (ICI) to the system. Therefore, CFO problem
plays a crucial role in OFDM systems for HSR communications. In the single input
single output (SISO) or the co-located multiple input multiple output (MIMO) OFDM
systems, there is only one CFO between the transceivers and a lot of researches on
CFO approximation have been carried out with both data-aided approach and blind
approach [10–16]. On the other side, when distributed transmitters transmit data
streams at the same time, multiple CFOs will be obtained at the receiver, making the
CFO approximation and compensation more perplexing. A well-known scenario is the
so-called orthogonal frequency division multiple access (OFDMA), in which the
subcarriers are completely occupied by the many users. Throughout the past few years,
several multiuser CFO estimation techniques for OFDMA uplink have been proposed
[17, 18], where different CFOs could either be estimated from an iterative methods or
be detected from some subspace schemes. There are very few researches on multiple
CFO estimation for multiuser OFDM transmission. Besson and Stoica made the first
trial in [19] while limited their simulation only for flat fading channels. In [20], a
semi-blind scheme was suggested to instantaneously approximate the multiple CFOs
and channels in frequency selective fading channels. However, the technique is only
effective for zero-padding (ZP) OFDM, as ZP can make the channel estimation and
equalization simpler. A joint CFO and channel estimation for multiuser cyclic-prefix
(CP) MIMO-OFDM systems based on the maximum likelihood (ML) criterion was
introduced [21]. The high-complex multi-dimensional search is reduced from the
importance sampling technique. However, the remaining complexity to create sufficient
samples for importance sampling may still be large for real application implementation.
A suboptimal estimation algorithm was presented in [22]. More recently, the authors of
[23] introduced a semi-blind multi-CFO approximation and an independent component
analysis based equalization scheme for multiuser coordinated multi-point OFDM
systems. In this paper, the problem of double CFOs is investigated. The contributions
of this paper is that the estimation of CFOs with only one received antenna rather than
many antennas as shown in [19–23] and without the implement of training sequence as
in [23]. We also show that our proposed method outperforms the conventional esti-
mation method in [24] at high bit energy to noise ratio.
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2 System Model

The HSR system that we investigate is a two-hoop network structure formed by dis-
tributed eNODE-Bs as illustrated in Fig. 1, in which d1 and d2 are distance from
e-NODE-B1 and e-NODE-B2 to Mobile Station respectively, dB is the perpendicular
distance of E-NODE-B and railway, dS is the coverage radius of one E-NODE-B and
Δd is the overlap distance of two coverage area. Here we primarily examine the
communication of E-NODE-B-MS links. Each E-NODE-B can be designed with one
or more antennas. We make the assumption that the coverage region of each
E-NODE-B forms a logic cell, and each E-NODE-B has one antenna and the MS also
has one antenna. All the antennas have no correlation with each other. The Doppler
frequency shifts are our main research objective, so we assume the system has been
synchronized in time and oscillator frequency.

We assign time-frequency resource to the two adjacent E-NODE-Bs just as the two-
TX scenario in downlink system in [22]. Desired signals from the two E-NODE-Bs
reach the MS almost instantaneously. The two signal streams can not be detached
easily because they occupy the same time-frequency slot in the OFDM communication
link. Consequently, it is still problematic to compensate Doppler frequency offsets
precisely at the receiver. Our proposed solution is given as in Fig. 2. The MS estimates
Doppler frequency shifts based on the received data and then feeds the estimated value
back to E-NODE-B. When the new data is sent, the frequency offset pre-compensation
is made for the data. It is worth to note that the prediction according to variation of
Doppler frequency shift is also possible to further enhance the effect of
pre-compensation. We also have to point out that error would be presented because of
the feedback delay produced by the fast time-varying channel.

Fig. 1. Communication scenario in HSR

ICI Mitigation by Estimation of Double Carrier 69



As in Figs. 1 and 2, we can see that the received signal is the mixture of two signals
from two separated E-NODE-Bs. As the MS is moving away from E-NODE-B1 and
toward E-NODE-B2, the Doppler frequency shift of these two signals are undoubtedly
different. In this paper, through mathematical models of channel and communication
scenarios, we find out the two frequency shifts based on a preamble frame of data in
communication link between E-NODE-Bs and MS.

3 Theoretical Analysis

3.1 Mathematical Model

In OFDM, multiple sinusoidal with frequency separation 1/Ts is used where Ts is the
symbol duration.

Denote:

N: Number of subcarriers
P: Number of slots for data in N subcarriers (P < N)
s(k): the kthOFDM symbol.

We have:

sðkÞ ¼ ½s1ðkÞ s2ðkÞ. . .sPðkÞ�T ð1Þ

The OFDM modulation is performed by applying an inverse discrete fourier
transform (IDFT) operator to the data stream. Using matrix representation, the resulting
N-point time domain signal is given by:

xðkÞ ¼ ½x1ðkÞ x2ðkÞ. . .xNðkÞ�T ¼ WPsðkÞ ð2Þ

where WP is a first P column of the N � N IDFT matrix W:

Fig. 2. Scheme for pre-compensation CFOs communication
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W ¼ IDFTðNÞ ¼ ½wl. . .wN � ð3Þ
WP ¼ ½w1. . .wP� ð4Þ

In practice, to prevent transmit filtering in OFDM system, some subcarriers are not
modulated. In other words, the number of sub-channels carrying the information is
generally smaller than the size of the discrete fourier transform (DFT) block. Without
adjacent-channel-interference, the outputs from these virtual carriers are zero. Without
loss of generality, we assume that carriers from 1 to P are used for data transmission so
that we have Eq. (4). In DFT-based OFDM, a cyclic prefix (CP) is added to the
multiplexed output of the IDFT before it is transmitted through a fading channel [23].
After that, the CP is detached at the receiver. Here, we do not put it into equation.

Denote:

h: Channel Impulse Response.
½Hð1Þ. . .HðNÞ� ¼ FFTðhÞðN � point FFT of hÞ.

H ¼ diag½Hð1Þ. . .HðNÞ� ð5Þ

HP ¼ diag½Hð1Þ. . .HðPÞ� ð6Þ

The receiver input for the k-th block from one E-NODE-B without noise and CFO
is given by:

yðkÞ ¼ hWPsðkÞ ¼ WPHPsðkÞ ð7Þ

It is clear that, each subchannel, with a scalar ambiguity, can be recovered by
applying a DFT to y(k):

WH
P yðkÞ ¼ HPsðkÞ ð8Þ

Denote u the normalized carrier frequency offset and Ng the guard interval duration
of OFDM symbol. In the presence of a carrier offset, eju, the receiver input y(k) without
noise is modulated by:

E uð Þ ¼ diag½1; eju; ej2u; . . .; ej N�1ð Þu� ð9Þ

and becomes:

yðkÞ ¼ E uð ÞWPHPsðkÞejðk�1ÞðNþNgÞu ð10Þ

Since WH
PEðuÞWP 6¼ I, the E uð Þ matrix breaks the orthogonality among the sub-

channels and, as a result, introduces ICI. To recover s(k), the carrier offset, u requires
be estimating and compensating before applying the DFT.
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In the situation that we investigate, the received signal is the combination of signals
from two sources. From Eq. (10), we denote the received signal from one transmitter
without noise is:

y1ðkÞ ¼ EðulÞWPH1PsðkÞej k�1ð Þ NþNgð Þu ð11Þ

where u1 is the normalized carrier frequency shift from the first E-NODE B and H1P is
the channel frequency response matrix similar to HP. With K is the number of OFDM
symbols in one frame, we have one frame of the received signal from one E-NODE B is:

y1 ¼ EðulÞWPH1PsTBðulÞ ð12Þ

in which s ¼ sð1½ Þ; sð2Þ; . . .sðKÞ�T
and BðuÞ ¼ diag½1; ej NþNgð Þu; ej2 NþNgð Þu; . . .; ej K�1ð Þ NþNgð Þu� are the sending data

in one frame and the carrier frequency offset matrix along OFDM symbols.
When there are two E-NODE-Bs, the received data frame without noise is:

y ¼ EðulÞWPH1PsTBðulÞþEðu2ÞWPW2PsTBðu2Þ ð13Þ

In order to recover s(k), the carrier offsets, u1 and u2, need to be estimated and
compensated before performing the DFT.

3.2 Estimation Algorithm

Since WP contains of a subset of the columns of the IDFT matrix, W, its orthogonal
complement, W? ¼ ½wPþ 1. . .wN �, is known. We define:

ZðxÞ ¼ diag½1; ejx; ej2x; . . .; ejðN�1Þx� ð14Þ

It is obvious that when x ¼ u;ZðxÞ ¼ E uð Þ.
Considering a preamble data frame in which s is known in prior. Let the number of

symbols per frame K greater than the number of data slots P, we construct _s from
s. Firstly, we make singular value decomposing sT into U;D;VðsT ¼ UDVÞ in which
U and V are P� P and K � K unitary matrix respectively. D is a rectangular diagonal
matrix with non-negative real numbers on the diagonal. Then, we set _s to be the last K
−P column of the K � K matrix V : _s ¼ ½vK�Pþ 1; . . .; vK � ¼ ½_s1; _s2; . . .; _sK�P�. Conse-
quently, we have sT _sk is a null vector.

Denote:

TðxÞ ¼ diag½1; ejðNþNgÞx; ej2ðNþNgÞx; . . .; ejðK�1ÞðNþNgÞx� ð15Þ

In the absence of noise, if xl ¼ ul and x2 ¼ u2, we have:
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wH
pþ iZðx1Þ�1yTðx2Þ�1 _sk

¼ wH
pþ iZðx1Þ�1fEðu1ÞWPH1P sTBðu1ÞþEðu2ÞWPH2PsTBðu2ÞgTðx2Þ�1 _sk

¼ wH
pþ iZðx1Þ�1Eðu1ÞWPH1PsTBðu1ÞTðx2Þ�1 _sk

þ wH
pþ iZðx1Þ�1Eðu1ÞWPH2PsTBðu2ÞTðx2Þ�1 _sk

¼ 0; ði ¼ 1; . . .;N � P; k ¼ 1; . . .;K � PÞ:

ð16Þ

This observation suggests that we form a cost function given a finite number of data
vectors as follows:

Pðx1;x2Þ ¼
XK�P

k¼1

XN�P

i¼1

jwH
pþ iZðx1Þ�1y Tðx2Þ�1 _skj

���
���
2

¼
XK�P

k¼1

XN�P

i¼1

wH
pþ iZðx1Þ�1y Tðx2Þ�1 _sk _s

H
k Tðx2ÞyHZðx1Þwpþ i

ð17Þ

Clearly, Pðx1;x2Þ is zero when x1 ¼ u1 and x2 ¼ u2. Therefore, one can find the
carrier offsets by evaluating Pðx1;x2Þ along the two independent unit circles. How-
ever, we can see that the cost function also has root x1 ¼ u2 and x2 ¼ u1; hence, the
cost function has two minimas.

Due to the fact that the we have to solve in the form ðu1;u2Þ and ðu2;u1Þ; we
propose finding maxima of the following symmetric cost function to further enhance
the performance:

Qðx1;x2Þ ¼ Pðx1;x2ÞþPðx2;x1Þ ð18Þ

The proposed algorithm is summarized as follows:

(1) Constructing _s at the receiver based on the preamble data s.
(2) Forming the cost function Qðx1;x2Þ as in (17) and (18) using the known receiver

outputs y and the constructed _s.
(3) Estimating the carrier offset as the minima of Qðx1;x2Þ:

ðû1; û2Þ ¼ ðx01 ;x02Þ : Qðx01 ;x02Þ ¼ minQðx1;x1Þ

(4) Compensating the results ðû1; û2Þ into the sending data for several next rounds of
communication.

(5) Redoing the preamble data estimation after data transmission with another
preamble data.

4 Simulation Results

We use the parameters shown in Table 1 to establish the communication scenario. In
the simulation, we focus on the two communication links between E-NODE-Bs and
MS. We assume that the system has already achieve the signal time synchronization at
the receiver.
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Figures 3 and 4 show the CFO of communication links when the MS is going far
away from E-NODE-B1 and toward E-NODE-B2. Similar with Single CFO estimation,
the proposed algorithm was not accurate at low Eb/N0. However, it achieves high
accuracy at higher Eb/N0.

The mean square error of our proposed method is described in Fig. 5. In the
simulation, we compare our proposed method to the conventional solution as shown in
[18]. From Fig. 5, it can be seen clearly that at higher 16 dB Eb/N0, our algorithm has
shown its dominance.

Table 1. Simulation parameters for double CFO estimation

Parameters Values

Cell radius (ds) 500 m
Overlap coverage region (Dd) 400 m
Initial distance between train and E-NODE-B1 (d1) 100 m
Initial distance between train and E-NODE-B2 (d2) 400 m
Distance between railway and E-NODE-Bs (dB) 50 m
Velocity of train (v) 360 km/h
Total number of subcarriers 128
Modulation BPSK
Subcarrier spacing (Df) 120 kHz
Bandwidth (BW) 10 MHz
Sampling frequency (fs) 15.36 MHz
Frequency 2.6 GHz
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Figure 6 is the BER of our communication scheme compare to communication link
with no CFO and communication link with CFO but no CFO compensation. As Eb/N0

got higher, our algorithm results approached the real CFO value; hence, the perfor-
mance got closer to ideal case.

b

b

6 x 10-3 Estimated CFO of received signal from E-NODE-B2

5.8

5.6

5.4

5.2

5

4.8

4.6

4.4

4.2

Real CFO
Estimated CFO, E /N =10dB

0
Estimated CFO, E /N =15dB

0
Estimated CFO, E /N =20dB

b   0

4
0 0.5 1 1.5 2 2.5 3 3.5 4

Time(s)

N
or

m
al

iz
ed

fre
qu

en
cy

sh
ift

Fig. 4. The estimated CFO and the actual CFO at E-NODE-B2

Proposed method
Conventional method

10-2

10-3

10-4

10-5

CFO Mean square error of Proposed and conventional method

10 11 12 13 14 15 16 17 18 19 20
E /N (dB)

b   0

M
SE

Fig. 5. MSE of the proposed algorithm and conventional method

ICI Mitigation by Estimation of Double Carrier 75



5 Conclusions

We propose an inter-symbol-interference mitigation method by estimation of double
carrier frequency offsets and pre-compensation of high Doppler shifts in High-
Speed-Railway Communication Systems with distributed E-NODE-B. Our proposed
method is based on a preamble frame of data and received signal without the imple-
ment of multiple received antennas. In our proposed solution, the MS estimates
Doppler frequency shifts based on the received data and then feeds the estimated value
back to E-NODE-B. When the new data is sent, the frequency offset pre-compensation
is made for the data. The system is simulated and the double CFOs are estimated using
the proposed algorithm. The mean square error of estimation is compared to conven-
tional solution in order to show the performance. The proposed method gets a better
accuracy and the CFOs are eliminated effectively and at high Eb/N0. By the proposed
method, the passengers’s demand and transportation management networks require
high-speed data services can be provided with reliable connections. This can be con-
sidered as a promising solution to solve problem of transportation infrastructures and
High Speed Railway (HSR) in digital or smart cities.
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Abstract. In this paper, we propose a novel transmission scheme for
a three-way massive multiple-input multiple-output (MIMO) relay net-
work where three users exchange their data with the help of a decode-
and-forward relay station equipped with a very large antenna array. Our
proposed scheme needs only two time-slots for the information exchange.
More precisely, the three users first send their symbols to the relay. Then,
the relay uses the maximum-ratio combining technique to decode all
transmitted symbols and simultaneously transmits these symbols to all
three users. Each user applies successive cancelation decoding to decode
symbols transmitted from other users. We study the sum spectral effi-
ciency of our proposed transmission protocol. We show that the sum
spectral efficiency of our proposed scheme increases noticeably compared
to the one of the conventional scheme where three time-slots are required
to exchange data among the three users, without increasing the system
complexity.

Keywords: Decode-and-forward · Maximum-ratio combining
Multi-way relay massive MIMO · Successive cancelation decoding

1 Introduction

Over the past decade, multi-way relaying networks have received a lot of research
interest [1–3]. In multi-way relaying networks, multiple users located in different
areas in the networks exchange their data with the help of a relay. The relay can
be equipped with single or multiple antennas and can use different processing
such as amplify-and-forward (AF) or decode-and-forward (DF). It was shown in
[1] that multi-way relaying systems can boost the spectral efficiency and energy
efficiency of the system, as well as, the robustness against the channel variations
in different propagation environments. Furthermore, in [2,3], the authors illus-
trated that multi-way relaying networks offer higher communication reliability
than one-way or two-way relaying systems do.
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In parallel, there has also been a great deal of interest in massive MIMO
[4–6] since it can serve at the same time many users with good service, and
with very low power consumption. In massive MIMO, the base station (BS) is
equipped with hundreds or thousands antennas using simple linear processing
to serve simultaneously tens or hundreds users in the downlink and the uplink.
Owing to the favorable propagation property of massive MIMO (the channel
vectors between the BS and the users are (nearly) pairwisely orthogonal when the
number of antennas is large), the uncorrelated noise and inter-user interference
disappear with simple linear processing such as maximum-ratio and zero-forcing
processing. This makes massive MIMO feasible for practical implementation [7].
More importantly, by leveraging time division duplex (TDD) mode, massive
MIMO is scalable to any desired degrees of freedom with respect to the number
of antennas at the BS [2]. For all above reasons, massive MIMO is a very strong
candidate for the fifth-generation (5G) of wireless networks [8].

Multi-way massive MIMO relay networks—the combination of multi-way
relaying and massive MIMO technologies—offer very high throughput, commu-
nication reliability, and energy efficiency, and have received increasing research
interest recently [9,10]. In [9,10], the authors demonstrated that with a sim-
ple linear processing (e.g. zero-forcing and/or maximum-ratio processing) in the
downlink and uplink data transmission, the system performance is nearly opti-
mal. Furthermore, by using very large antenna arrays at the relay, the transmit
power of each user and/or the relay can be scaled down proportionally to the
number of relay antennas, while maintaining a desired quality-of-service [9,10].

In this paper, we consider a three-way massive MIMO relaying network which
is the most simplified version of multi-way systems. Different with the aforemen-
tioned works, we focus on the aspects of transmission design for DF operation.
We propose a new transmission protocol in which the broadcast phase needs
only 1 time-slot to send all symbols to all users (the conventional scheme [11]
requires 2 time-slots). We derive the sum spectral efficiency of our proposed
scheme. Compared with the conventional scheme, our proposed scheme improves
the sum spectral efficiency by a factor of 1.5.

Notation: Matrices and vectors are represented via upper- and lower-
case boldface letters, respectively. The Hermitian transpose, Frobenius norm
of matrix Z, and expectation operator are denoted by (·)H , ‖Z‖F, and E{·},
respectively. The (m,n)-th element of matrix Z is denoted by zmn. Finally, we
use zk to denote the k-th column of matrix Z.

2 System Model

We consider a DF three-way massive MIMO relay system as shown in Fig. 1.
The system includes one relay station having M antennas and 3 users, each hav-
ing a single-antenna. The relay station helps the users to exchange their data
under time-division duplex operation. We assume that the users have perfect
channel state information (CSI) and they operate in half-duplex mode. We fur-
ther assume that the direct channels from user-to-user do not exit due to large
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Fig. 1. Decode-and-forward three-way massive MIMO relay networks.

obstacle and/or heavy shadowing. The information exchange among three users
is conducted via the relay station.

Regarding the channel model, we consider both large-scale fading (path loss
and log-normal attenuation) and small-scale fading (Rayleigh fading). Let gmk

be the channel coefficient from the m-th antenna of the relay station and the
k-th user, m = 1, . . . ,M , k = 1, 2, 3. Then gmk can be represented by

gmk = hmk

√
βk, (1)

where hmk ∼ CN (0, 1) represents the small-scale fading and βk represents the
large-scale fading. We can see in (1) that the large-scale fading βk does not
depend on the antenna index m. This is reasonable since the distance between
the users and the relay station is much greater than the distance between the
antennas at the relay station.

Denote by G ∈ C
M×3 the channel matrix between the 3 users and M -antenna

relay station. Then, from (1), we have

G = HD1/2, (2)

where H ∈ C
M×3 is a M ×3 small-scale matrix whose (m, k)-th element is hm,k,

and D ∈ C is a 3 × 3 diagonal matrix of large-scale fading whose k-th diagonal
element is βk.

The transmission protocol is generally divided into two phases: multiple-
access phase, and broadcast phase. In the first phase, all three users transmit
their symbols to the relay station. Then, the relay station decodes all these
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symbols. In the second phase, the relay station sends the decoded symbols to
all users. In what follows, we will introduce two different transmission protocols:
conventional transmission scheme and proposed transmission scheme.

3 Multi-way Relaying with the Conventional
Transmission Scheme

In this section, DF multi-way massive MIMO relaying with the conventional
transmission protocol is presented. The corresponding spectral efficiency is also
derived.

3.1 Multiple-Access Phase

In this phase, all 3 users transmit their bearing-data to the relay in the same
time-frequency resource. The M ×1 signal vector received at the relay is given by

yR =
√

ρuGx + nR, (3)

where ρu is the normalized transmit power at each user, nR is an AWGN vector
whose elements are i.i.d. CN (0, 1) random variables, and x � [x1, x2, x3]T , with
E

{|xk|2} = 1, is the vector of signals transmitted from 3 users to the relay.
To decode x, the relay uses the maximum-ratio combining scheme. With

maximum-ratio combining, the relay first multiply its received signal vector yR

with GH as

r = GHyR

=
√

ρuGHGx + GHnR. (4)

Then, it decodes each symbols x1, x2, and x3 separately by considering each
element of r as a point-to-point scalar channel. Denote by rk the k-th component
of r. Then, from (4), we have

rk =
√

ρu‖gk‖2xk +
√

ρu

K∑

i=1
i�=k

gH
k gixi + gH

k nR, (5)

where gk is the k-th column of G. The k-th stream rk will be used to decode xk.
Thus, the corresponding uplink spectral efficiency (measured in bit/s/Hz) is

Rulcov,k = E

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

log2

⎛

⎜⎜⎜
⎜⎜
⎝

1 +
ρu‖gk‖4

ρu
3∑

i=1
i�=k

∣∣gH
k gi

∣∣2 + ‖gk‖2

⎞

⎟⎟⎟
⎟⎟
⎠

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (6)
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3.2 Broadcast Phase

In this phase, the symbols, which are decoded at the relay in the multiple-access
phase, are broadcasted from the relay to all users in 2 time-slots.

(1) First time-slot: The relay wants to transmit symbol xj(k,1) to the k-th
user, k = 1, . . . , 3, where

j(k, 1) �
{

(k + 1) modulo 3, if (k + 1) �= 3
3, otherwise. (7)

Therefore, the transmitted signal vector from the relay in the first time-slot is

s(1) =

√
ρr

M
∑3

i=1 βi

3∑

i=1

gixj(i,1), (8)

where ρr is the normalized transmit power at the relay. Note that the constant√
ρr

M
∑3

i=1 βi
in (8) is chosen to satisfy that the transmitted power at the relay is

ρr, i.e., E
{‖s(1)‖2} = ρr.

With the transmitted signal vector given in (8), the received signal at the
k-th user is given by

y
(1)
k = gH

k s(1) + n
(1)
k

=

√
ρr

M
∑3

i=1 βi

3∑

i=1

gH
k gixj(i,1) + n

(1)
k . (9)

Since the k-th user knows its transmitted symbol xk (or xj(k−1,1)) and has perfect
CSI, it can subtract self-interference before detecting the desired symbol xj(k,1).
From (9), the received signal after removing self-interference is

ỹ
(1)
k � y

(1)
k −

√
ρr

M
∑3

i=1 βi

gH
k gj(k+1,1)xj(k−1,1)

=

√
ρr

M
∑3

i=1 βi

‖gk‖2xj(k,1) +

√
ρr

M
∑3

i=1 βi

3∑

i=1
j(i,1)�=j(k,1),j(k−1,1)

gH
k gixj(i,1) + n

(1)
k .

(10)

Thus, we obtain the corresponding downlink spectral efficiency of the system
in the first time-slot as follows:

R
dl,(1)
cov,k = E

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

log2

⎛

⎜⎜⎜⎜
⎜
⎝

1 +
ρr

M
∑3

i=1 βi
‖gk‖4

ρr
M

∑3
i=1 βi

3∑

i=1
j(i,1)�=j(k,1),j(k−1,1)

∣∣gH
k gi

∣∣2 + 1

⎞

⎟⎟⎟⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (11)
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(2) Second time-slot: The relay wants to transmit symbol xj(k,2) to the k-th
user, where

j(k, 2) �
{

(k + 2) modulo 3, if (k + 2) �= 3
3, otherwise. (12)

Thus, the transmitted signal vector from the relay in the second time-slot is

s(2) =

√
ρr

M
∑3

i=1 βi

3∑

i=1

gixj(i,2), (13)

and the received signal at the k-th user is given by

y
(2)
k = gH

k s(2) + n
(2)
k

=

√
ρr

M
∑3

i=1 βi

3∑

i=1

gH
k gixj(i,2) + n

(2)
k . (14)

Since the k-th user knows perfect CSI and its transmitted symbol xk

(or xj(k−2,2)), it can subtract self-interference prior to detecting the desired
symbol xj(k,2). The received signal after removing self-interference is

ỹ
(2)
k =

√
ρr

M
∑3

i=1 βi

‖gk‖2xj(k,2) +

√
ρr

M
∑3

i=1 βi

3∑

i=1
j(i,2)�=j(k,2),j(k−2,2)

gH
k gixj(i,2) + n

(2)
k .

(15)

Therefore, we obtain the corresponding downlink spectral efficiency of the
system in the second time-slot as

R
dl,(2)
cov,k = E

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

log2

⎛

⎜
⎜⎜⎜⎜
⎝

1 +
ρr

M
∑3

i=1 βi
‖gk‖4

ρr
M

∑3
i=1 βi

3∑

i=1
j(i,2)�=j(k,2),j(k−2,2)

∣∣gH
k gi

∣∣2 + 1

⎞

⎟
⎟⎟⎟⎟
⎠

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (16)

From (6), (11), and (16), the sum spectral efficiency of the conventional
scheme is given

SEcov =
1
3

3∑

k=1

2∑

t=1

min
(
Rulcov,k, R

dl,(t)
cov,k

)
. (17)

The pre-log factor 1/3 in (17) comes from the fact that we spend 3 time-slots to
exchange all symbols to 3 users.
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4 Proposed Scheme: Multi-way Relaying with Successive
Cancelation Decoding

In this section, a novel technical transmission protocol is proposed by using
successive the cancelation decoding method. With our proposed scheme, we need
only one time-for the broadcast phase.

4.1 Multiple-Access Phase

Follow the same transmission protocol as in the multiple-access phase of the
conventional scheme. See Sect. 3.1. Therefore, the uplink spectral efficiency is

Rulnew,k = E

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

log2

⎛

⎜⎜⎜⎜⎜
⎝

1 +
ρu‖gk‖4

ρu
3∑

i=1
i�=k

∣∣gH
k gi

∣∣2 + ‖gk‖2

⎞

⎟⎟⎟⎟⎟
⎠

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (18)

4.2 Broadcast Phase

In section, we propose a new broadcast scheme which needs only 1 time-slot to
transmit all symbols to all users. The detail of this technique is given as follows.

The transmitted signal vector from the relay is given by

s =

√
ρr

M
∑3

i=1 βi

3∑

i=1

gixj(i,1). (19)

where j(i, 1) is defined in (7).

(1) The first user: From (19), the received signal at the first user is

y1 = gH
1 s + n1

=

√
ρr

M
∑3

i=1 βi

3∑

i=1

gH
1 gixj(i,1) + n1. (20)

Again, by using self-interference cancelation scheme, the received signal at
user 1 after removing self-interference is

ỹ1 =

√
ρr

M
∑3

i=1 βi

‖g1‖2x2 +

√
ρr

M
∑3

i=1 βi

gH
1 g2x3 + n1, (21)

and the downlink spectral efficiency for the first user to decode x2 is

R
dl,(1)
new,1 = E

⎧
⎨

⎩
log2

⎛

⎝1 +
ρr

M
∑3

i=1 βi
‖g1‖4

ρr
M

∑3
i=1 βi

∣∣gH
1 g2

∣∣2 + 1

⎞

⎠

⎫
⎬

⎭
. (22)



86 C. D. Ho et al.

After decoding x2, user 1 knows signal transmitted from user 2, and hence, it
can remove symbol x2. Thus, the received signal at the first user after canceling
x2 is

˜̃y1 =

√
ρr

M
∑3

i=1 βi

gH
1 g2x3 + n1. (23)

Therefore, the downlink spectral efficiency of the first user to decode x3 is
given by

R
dl,(2)
new,1 = E

{

log2

(

1 +
ρr

M
∑3

i=1 βi

∣∣gH
1 g2

∣∣2
)}

. (24)

(2) The second user: Similarly, the received signal at the second user can be
written as

y2 = gH
2 s + n2

=

√
ρr

M
∑3

i=1 βi

3∑

i=1

gH
2 gixj(i,1) + n2. (25)

Since, user 2 knows its transmitted symbol x2, it can subtract self-interference
before detecting symbol x3 transmitted from user 3. Therefore, the received
signal at user 2 can be presented as

ỹ2 =

√
ρr

M
∑3

i=1 βi

‖g2‖2x3 +

√
ρr

M
∑3

i=1 βi

gH
2 g3x1 + n2, (26)

and then the downlink spectral efficiency for user 2 to decode x3 is

R
dl,(1)
new,2 = E

⎧
⎨

⎩
log2

⎛

⎝1 +
ρr

M
∑3

i=1 βi
‖g2‖4

ρr
M

∑3
i=1 βi

∣∣gH
2 g3

∣∣2 + 1

⎞

⎠

⎫
⎬

⎭
. (27)

After decoding x3, user 2 knows the signal transmitted from user 3, and
hence, it can eliminate the symbol x3. Thus, the received signal at user 2 is

˜̃y2 =

√
ρr

M
∑3

i=1 βi

gH
2 g3x1 + n2, (28)

and the corresponding downlink spectral efficiency is given by

R
dl,(2)
new,2 = E

{

log2

(

1 +
ρr

M
∑3

i=1 βi

∣
∣gH

2 g3

∣
∣2

)}

. (29)
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(3) The third user: With the same methodology, the received signal at the
third user can be written as

y3 = gH
3 s + n3

=

√
ρr

M
∑3

i=1 βi

3∑

i=1

gH
3 gixj(i,1) + n3. (30)

Since user three knows its transmitted signal, it can subtract self-interference
before detecting x1. The received signal at user 3 after self-interference cancela-
tion is

ỹ3 =

√
ρr

M
∑3

i=1 βi

‖g3‖2x1 +

√
ρr

M
∑3

i=1 βi

gH
3 g1x2 + n3, (31)

then the downlink spectral efficiency for user 3 to decode x1 is

R
dl,(1)
new,3 = E

⎧
⎨

⎩
log2

⎛

⎝1 +
ρr

M
∑3

i=1 βi
‖g3‖4

ρr
M

∑3
i=1 βi

∣
∣gH

3 g1

∣
∣2 + 1

⎞

⎠

⎫
⎬

⎭
. (32)

After decoding x1, user 3 can subtract x1 to obtain

˜̃y3 =

√
ρr

M
∑3

i=1 βi

gH
3 g1x2 + n3. (33)

Therefore, the downlink spectral efficiency for user 3 to decode x2 is given by

R
dl,(2)
new,3 = E

{

log2

(

1 +
ρr

M
∑3

i=1 βi

∣∣gH
3 g1

∣∣2
)}

. (34)

From (18), (22), (24), (27), (29), (32), and (34), we obtain the sum spectral
efficiency for our proposed scheme as

SEnew =
1
2

3∑

k=1

2∑

t=1

min
(
Rulnew,k, R

dl,(t)
new,k

)
. (35)

The pre-log factor of (35) is 1/2. This comes from the fact that we spend 2
time-slots to exchange all symbols to 3 users. Compared with the conventional
scheme (17), our proposed scheme improves the pre-log factor 1.5 times, and
hence, may improve the sum spectral efficiency significantly.

5 Numerical Results

In this section, the numerical results are provided to verify the benefit of our pro-
posed scheme. We focus on the sum spectral efficiency defined in (17) and (35).
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Fig. 2. The comparison of spectral efficiency of different schemes versus the number of
relay antennas. We choose ρu = 0 dB, ρr = 10 dB, βk = 1.

Fig. 3. The comparison of cumulative distribution for different schemes versus sum
spectral efficiency. We choose ρu = 0 dB, ρr = 10 dB, M = 100.
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First we consider a simple scenario where the large-scale fading is neglected,
i.e. β1 = β2 = β3 = 1. We compare the sum spectral efficiency of our pro-
posed scheme with those of the conventional scheme given in Sect. 3.2 and the
conventional scheme with AF mode given in [11]. Figure 2 shows the sum spec-
tral efficiency of our proposed scheme, conventional DF scheme (see Sect. 3.2),
and conventional AF scheme [11] versus the number of relay antennas, with
ρu = 0 dB and ρr = 10 dB. Clearly, our proposed scheme is much better than
other schemes. The reason is that, our proposed scheme needs only 2 time-slots to
exchange the bearing-information among 3 users, while the conventional scheme
needs 3 time-slots. The conventional DF scheme is better than the conventional
AF scheme since with AF, the noise and interference of the multiple-access phase
is amplified. Furthermore, we can see that the sum spectral efficiency increases
significantly when the number of relay antennas increases.

We next investigate a more realistic scenario in which the large-scale fading
βk is modeled by path loss and lognormal shadowing. In order to generate the
large-scale fading, we follow the same model presented in [10]. Figure 3 shows
the comparison of three transmission schemes as in Fig. 2 via the cumulative
distribution of the sum spectral efficiency. We can see that the sum spectral
efficiency of our proposed scheme outperforms other schemes. The performance
gap increases when the number of relay antennas increases. In particular, when
M = 100, the 95%-likely sum spectral efficiency of our proposed scheme is around
1.5 times and 5 times higher than those of the conventional DF scheme and the
conventional AF scheme, respectively.

6 Conclusion

In this paper, we investigated a DF three-way massive MIMO relay system under
time-division duplex operation. A novel transmission protocol was proposed to
reduce the number of time-slots for exchanging data among the users. Our pro-
posed scheme relied on success cancelation decoding, and hence, needs only 2
time-slots, while the conventional scheme requires 3 time-slots. The sum spec-
tral efficiency of our proposed scheme was derived. We showed that our proposed
scheme offers much higher sum spectral efficiency than the conventional AF and
DF schemes do.
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Abstract. In this paper, we propose an underlying Small-Cell-Networks
(SCNs) Device-to-Device (D2D) pair with the use of time-switching
Energy Harvesting (EH) techniques. More specifically, we have a D2D
transmitter and receiver underlying SCNs operating in closeness to a
SCNs primary user (PU). We propose two scenarios, in the first scenario
we harvest energy from all of the available SCN base stations (BSs).
Whereas in the second scenario we select the best BS link to harvest
energy from. Moreover, the transmission is kept under a certain thresh-
old between the D2D pair, so that it does not have any deleterious effect
on the PU transmission link.

Keywords: Device-to-Device communication · Small cell networks
Energy harvesting

1 Introduction

Currently, there are more than five billion devices connected to the cellular net-
work and it is predicted that 50 billion devices will be connected by 2020 [3].
This shows the importance of broadband cellular networks in modern life. The
tremendous growth in this market has been driven by the introduction of smart
phones, tablets and netbook devices and its swiftly developing and rising inno-
vative applications, such as online gaming, mobile social networks applications
and virtual and augmented reality in multimedia applications. Correspondingly,
there continues to be a significant growth in the demand for data capacity. To
address this, various new technologies have been proposed to improve the spec-
tral efficiency in the traditional communication methods of cellular networks and
increase its throughput. These include technologies such as, Millimetre waves
(MM wave), Massive multiple input and multiple output (MIMO), Small Cell
Networks (SCNs) and Device-to-Device communication (D2D) [1]. Furthermore,
out of the all aforementioned technologies, D2D communication and SCN tech-
nologies arise to be promising concepts. Particularly underlying D2D commu-
nication, which is a technology that allows devices that are in close proximity
to each other to use cellular resources to communicate with each other without
routing the information through the base station (BS).
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Y. Chen and T. Q. Duong (Eds.): INISCOM 2017, LNICST 221, pp. 91–99, 2018.

https://doi.org/10.1007/978-3-319-74176-5_9



92 M. N. Altawaim et al.

D2D communication was first introduced in [2] as an approach to allow multi-
hop relays in cellular networks. Subsequently, the authors in [3,4] considered the
possibility of using D2D communication networks as a way to enhance the spec-
tral efficiency and diminish communication delay. The reported numerical simu-
lation results show that the proposed D2D scheme improves the cell throughput
by 40%. Moreover, different possible D2D use-cases were introduced such as
machine-to-machine (M2M) communication [6], peer-to-peer communication [5]
and video braodcasting [7].

Recently, Energy Harvesting (EH) in cellular networks has arose as promis-
ing concept in providing a different source of energy to power cellular devices
[9]. EH allows wireless devices to scavenge an alternative source of energy that
is provided by nature or man-made phenomena [12]. The authors in [13], inves-
tigated the use of EH based D2D communication and proposed a power transfer
and information signal model for secure EH information transmission. In [14], a
beamforming design for wireless information and power transfer was suggested
to maximize the minimum user rate and minimize the maximum BS transmit
power under both the BS transmit power and the user data rate constraints
respectively, considering the user harvested energy constraint as well. Further-
more, maximizing the achievable user date rate was studied as well in [15] by
suggesting a mutually optimal power and time fraction allocation and optimal
power allocation with a fixed time fraction for EH.

Consisting of a number of low cost and power radio access nodes, SCNs
introduced to deal with the coverage issues in conventional cellular networks
[20]. Later on, their use was extended to replace the traditional cellular network
BSs in some cases as a way of increasing the capacity and quality of service (QoS)
[21]. This was due to their ability to achieve higher signal-to-interference-plus-
noise ratio (SINR) and shorter transmit-receive distance. Moreover, the authors
in [22] suggest that SCNs will be a key element in the next generation cellular
architecture in regards to minimizing energy consumption and providing a higher
end-user data rates.

The rest of this paper is organized as follows. System and channel models
are discussed in Sect. 2. The outage probabilities of the proposed system in the
both schemes are described in Sect. 3. In Sect. 4, numerical simulations results
are presented to validate the correctness of our analyses. Finally, the paper is
concluded in Sect. 5.

2 System Model

In this paper, we consider a D2D pair communication underlying SCNs. The
D2D pair consists of D2D transmitter (Dtx) and D2D receiver (Drx) operating
in closeness to a SCNs primary user (PU) as shown in Fig. 1. We propose two
scenarios, the first scenario, when Dtx harvests energy from all of the SCNs
available BSs in order to communicate with Drx. Whereas in the second scenario
the best BS link is selected for Dtx to harvest energy from. The received signal
(y) and harvested energy (e) at Dtx can be calculated as:
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Fig. 1. D2D pair underlying a small cellular network.

y = Poh1x + ζo. (1)

E = Po|h1|2ηαT, (2)

where

|h1|2 =

{∑M
i=0 |hm|2 ,EH scenario 1

max
m

|hm|2 ,EH scenario 2 . (3)

Assuming a Rayleigh fading channel, h1 is the channel coefficient between
the Dtx and BS, Po denotes the transmitting power of the BS, x is the trans-
mitted signal from the m-th BS, e|x|2=1, and ζo is the additive white Gaussian
noise (AWGN) with zero mean and variance No. η and α are the EH efficiency
coefficient and fraction respectively, and T is the period time for the transmis-
sion symbol. K represent the number of SCNs users causing interference to Drx

and hk is the channel coefficient between the Dtx and K users. M is the num-
ber of SCNs BSs and the channel coefficients between the Dtx and Drx is h2,
where it is defined as h3 between Dtx and PU . The transmitted power of Dtx is
defined as:

PD
′
tx =

E

(1 − α)T
=

Po|h1|2ηα

(1 − α)
. (4)

Nonetheless, the D2D pair link transmission power is kept under a certain
threshold so it could not have any effect on the transmission link of PU . There-
fore, Dtx will be constrained by a peak interference constraint (Ip) at Drx.
Therefore, the transmitted power of Dtx is redefined as:

PDtx = min
(

Po|h1|2ηα

(1 − α)
,

Ip

|h3|2
)

. (5)
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Now, the SINR at Drx can be calculated as:

Ψ =
PDtx|h2|2∑K

k=0 PI |hk|2 + N0

=
min

(
Po|h1|2ηα

(1−α) ,
Ip

|h3|2

)
|h2|2∑K

k=0 PI |hk|2 + N0

=
min

(
Po|h1|2δ, Ip

|h3|2

)
|h2|2∑K

k=0 PI |hk|2 + N0

=
min

(
γo|h1|2δ, γp

|h3|2

)
|h2|2

γi

∑K
k=0 |hk|2 + 1

. (6)

The cumulative distribution function (CDF) of h1 is:

Fh1(x) = [1 − exp(−λ1x)]M . (7)

The probability density function (PDF) of h1 is:

fh1(x) =
M∑

m=0

Cm
M (−1)m exp(−mλ1x). (8)

The CDF of X is:

FX(x) =
1

Γ (K)
Υ (K,xλ4) = 1 − exp(−λ4x)

K−1∑
k=0

xkλk
4

k!
. (9)

The achievable rate of the D2D link is:

C = (1 − α) log2

(
1 +

min
(

γo|h1|2δ, γp

|h3|2

)
|h2|2

γi

∑K
k=0 |hk|2 + 1

)
. (10)

3 Outage Probability

The outage probability of the D2D communication link is the probability that
the achievable rate of the D2D communication link falls below a certain threshold
(Rth).

Pout = PrC < Rth = PrΨ < 2
Rth

(1−α)

= Pr

(
|h2|2 <

(γix + 1)β
min(γo|h1|2δ, γp

|h3|2 )

)

= 1 −
∫ ∞

0

exp

(
λ2(γix + 1)β

min(γo|h1|2δ, γp

|h3|2 )︸ ︷︷ ︸
U

)
fX(x)dx

= 1 − λK
4 exp

(−λ2β

U
)( U

λ4U + λ2βγI

)K

, (11)
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where

U =

{
γP

|h3|2 , if |h1|2 >
γp

γpδ|h3|2
γP δ|h3|2, if |h1|2 <

γp

γpδ|h3|2
. (12)

Now, (11) can be rewritten as:

Pout = 1 −
(

γp

λ4γp + λ2βγih3

)K

×
∫ ∞

γp
γoδh1

λK
4 exp

(−λ2βh3

γp

)
fh3

(h3)dh3

−
(

γoδh1

λ4γoδh1 + λ2βγi

)K

×
∫ γp

γoδh1

0

λK
4 exp

(−λ2β

γoδh1

)
fh3

(h3)dh3, (13)

= 1 −
∫ ∞

γp
γoδh1

λK
4 exp

(−λ2βh3

γP

)
Aλ3 exp(−λ3h3)dh3

︸ ︷︷ ︸
J1

− λK
4 exp

(−λ2β

γoδh1

)(
γoδh1

λ4γoδh1 + λ2βγi

)K

(
1 − exp

(
− λ3

γp

γoδh1

))
, (14)

where A =
(

γp

λ4γp+λ2βγIh3

)K

, and J1 are calculated as:

J1 = N3

[(
exp

−γp

γoδh1
N1

) K−1∑
k=1

(k − 1)!(N1)K−k−1

(K − 1)!( γp

γoδh1
+ N2)k

− −N1
K−1

(k − 1)!
exp(N2 · N1)Ei

(
−

(
γp

γoδh1
+ N2

)
N1

)]
, (15)

where N1 = (λ2β
γp

+ λ3),N2 = ( λ4γp

γiλ2β ),N3 = ((γiλ2β)K).
Now with the use of (13) and N1,N2,N3:

Pout = 1 −N3

K−1∑
k=1

(k − 1)!(N1)K−k−1

(K − 1)!∫ ∞

0

(γoδh1)k

(γp + γoδh1N2)k
fh1(h1)dh1︸ ︷︷ ︸

J2

+
N3(−J1)K−1

(K − 1)!
exp(N1N2)
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∫ ∞

0

Ei(−N1[
γp

γoδh1
+ N2])fh1(h1)dh1︸ ︷︷ ︸
J3

− λK
4 (λoδ)K∫ ∞

0

exp(
−λ2β

λoδh1
)

hK
1

(λ4γoδh1 + λ2βγi)K
fh1(h1)dh1︸ ︷︷ ︸

J4

+ λK
4

∫ ∞

0

exp(− 1
h1

(N4))Bfh1(h1)dh1︸ ︷︷ ︸
J5

, (16)

where N4 =
(

λ1β
γoδ + λ3γp

γoδ

)
,B =

(
(γoδh1)

K

(λ4γoδh1+λ2βγi)K

)
.

Furthermore, J2,J3,J4 and J5 are calculated as:

J2 =
M∑

m=1

Cm
M (−1)m+1mλ1 ×

∫ ∞

0

(h1)k

NK
2 ( γp

γoδN2
+ h1)k

exp(−mλ1h1)dh1.

J3 =
∫ ∞

0

Ei

(
−N1[

γp

γoδh1
N2]

)
×

M∑
m=1

Cm
M (−1)m+1mλ1 exp(−mλ1h1)dh1.

J4 =
M∑

m=1

Cm
M (−1)m+1 mλ1

λ4γoδ

∫ ∞

0

exp
(−λ2β

γoδh1
− mλ4h1

)

×
(

(h1)k(
h1 +

λ2βγi

λ4γiδ︸ ︷︷ ︸N5

)K

)
dh1. (17)

J5 =
M∑

m=1

Cm
M (−1)m+1mλ1

×
∫ ∞

0

exp(
−N4

h1
− mλ1h1)

(h1)k

λK
4 (h1 + N5)K

dh1. (18)

4 Numerical Results

Figure 2 shows the theoretical and simulation results of the outage probability
of the D2D link when harvesting energy from all of the SCNs BSs, under dif-
ferent peak interference constraints Ip values. We set α= 0.7, η= 0.8 and the
number of the SCNs users that cause interference to the Drx to K= 4 with
the power of PI= 5 dB. Furthermore, we set number of SCNs BSs M to 10,
λ1 =λ3 = λ4 = 1, λ2 = 0.1 and Rth = 0.4. As we can see, the simulation results
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Fig. 2. Outage probability of the D2D link when harvesting energy from All BSs.
η = 0.8, α = 0.7, M = 10, K = 4, PI = 5 dB, λ1 = λ3 = λ4 = 1, λ2 =0.1, Rth = 0.4.

are almost matched perfectly with the theoretical results. Moreover, the out-
age probability of the D2D link decreases and then saturates when the transmit
power of the BS increases. Further, when the transmit power of the BSs is small,
the D2D transmitter will also have a small transmit power, smaller than the
peak interference constraint which leads the outage probability of the D2D link
to improve when the BSs power is increased.

Fig. 3. Outage probability of the D2D link when harvesting energy from the best BS
link. η= 0.8, α= 0.7, M= 10, K= 4, PI= 5dB, λ1= λ3= λ4= 1, λ2= 0.1, Rth= 0.4.

Figure 3 shows the outage probability of the D2D link when harvesting energy
from the best BS link available at the time of the transmission under different
Ip values. The parameters are set exactly as used in Fig. 2. We can see that the
outage probability increased slightly in comparison to Fig. 2, and that is due to
the fact that we are only harvesting energy from one BS link, where in Fig. 2
we harvest energy from multiple BS links. Figure 4 shows the theoretical and
simulation results of the outage probability of the D2D link with the variation
of α from 0 to 1 under different peak interference constraints Ip. As we can see,
the outage probability of the D2D link decreases when higher peak interference
is allowed.
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Fig. 4. Outage probability of the D2D link when α varies from 0 to 1. η= 0.8, M= 10,
K= 4, Po= 15 dB, PI= 5 dB, λ1= λ3= λ4= 1, λ2= 0.1, Rth= 0.4.

5 Conclusion

In this paper, we investigated the performance of an underlying SCNs D2D link
with the use of Time-switching EH techniques. We proposed two scenarios, in
the first scenario we investigated the performance when the D2D transmitter
harvests energy from all of the available BSs in the SCNs. In the second sce-
nario, we investigated the performance of the system when the D2D transmitter
harvests energy from the best available SCNs BS. From the obtained results, we
can see clearly that the first scenario outperform the second scenario. We dis-
covered that the performance of the system will decreases when increasing the
number of interference links. Furthermore, the primary user peak interference
constraint has a huge impact on the outage probability of the D2D link. Finally,
for the best performance of the D2D link, the energy harvesting time fraction
should be carefully set.
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Abstract. In this paper, a secure energy harvesting relay communica-
tion system with partial relay selection over Nakagami-m fading channels
is proposed. A power beacon can provide wireless energy for the source
and relay. A time-switching-based (TS) radio frequency energy harvest-
ing technique is deployed at the power beacon. An eavesdropper is able
to wiretap to the signal transmitted from the source and the relays. The
exact closed-form expression of secrecy outage probability is derived. The
results show that with increasing number of relays the system performs
better in terms of secrecy outage probability (SOP). In addition, the
energy harvesting duration has a significant effect on the secrecy outage
probability. There exist an optimal energy harvesting duration that can
achieve the lowest SOP and therefore this parameter should be carefully
designed.

Keywords: Physical layer security · Energy harvesting
Relay networks · Nakagami-m fading

1 Introduction

Human activities are considered the main reason for climate change. A large
amount of energy is consumed in wireless communication because of the increas-
ing number of mobile devices and base stations. Therefore, a sustainable network
approach has been widely studied [1–3]. Energy harvesting appeals as a promis-
ing solution. In conventional terms, renewable energy involves energy like for
example solar, wind, vibration or piezoelectric. However, in recent years, RF
(radio frequency) [4] energy harvesting (EH) has emerged as a new approach.
Radio transmitters around the world can broadcast signals which carry wireless
information and can be utilized for power transfer (SWIPT) [5]. Apart from the
environmental benefits, energy harvesting is a promising way to prolong the life-
time in energy-constrained networks. There is low maintenance monitoring and
no need for replacing or recharging batteries. RF signals can carry information
and energy at the same time. In this way, nodes can receive energy for harvesting
and also process information [6].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Wireless energy harvesting also brings significant benefits to a cooperative
relaying network where the source can transmit information to the destination
with the help of relays. This is because energy-constrained relays can harvest
energy from a power beacon to stay active [7]. In [8], the authors consider a
full-duplex energy harvesting network with time-switching (TS) protocol which
allows the relays to harvest energy to forward information from the source to
the destination. The authors in [4] propose a relay system where both the source
and the relay are energy-constrained, and a power beacon with multi-antenna
can provide energy for them.

The deployment of relays to establish longer range communications is desir-
able for many applications. Although increasing the transmit power can increase
the range, it can also bring significant interference which is difficult to prevent.
In this context, the relay network is a promising way to extend the coverage
of a system. There are two protocols that can be deployed at the relays, i.e.,
amplify-and-forward (AF) and decode-and-forward (DF) [9]. In AF, the signal
will be amplified first then transmitted to the destination, the problem is that
the unwanted interference will also be amplified. In DF, the signal is decoded and
then forwarded to the destination. Compared with AF, DF has lower interference
but the system is complex and high-cost. In addition, relay selection schemes can
also enhance relay networks. In [10], the authors investigate a cognitive radio net-
work with best relay selection scheme. The authors in [11] propose a cognitive
radio network with buffer-aided relay selection where the relay selected is the
one with the highest signal-to-interference (SIR) from all relay nodes.

Another important issue to consider in future communications is security.
Due to the broadcast nature of wireless communications, information is vulnera-
ble to be wiretapped by eavesdroppers. Therefore, the security of wireless trans-
missions has attracted increasing interest. The traditional way to secure wireless
communications is deploying upper layer cryptographic techniques. However,
cryptographic protocols have been utilized at higher-layers on the unrealistic
condition that there are no errors at the physical layer [12]. Other major draw-
backs are that cryptographic methods are extremely complex to implement and
that when used to encrypt and decrypt data they result in significant energy con-
sumption. Therefore, in recent years, physical layer security (PLS) has emerged
as an attractive way to enhance the secrecy performance of a system.

Wyner firstly proposed the classical wiretap channel model in 1975 which
recently has been studied with different fading channels such as Rayleigh and
Nakagami-m to evaluate the secrecy performance of a system [13]. In PLS net-
works, most research consider two cooperation techniques: cooperative relaying
and cooperative jamming. In [14], an intermediate jammer which can transmit
signals to confuse an eavesdropper is considered. Cooperative relaying has been
utilized widely in the presence of eavesdroppers [15–24]. Relay selection schemes
can be proposed to enhance the performance. In [23], the authors proposed three
criteria to select the best relay. In [12], the authors considered outdated relay
selection to enhance the performance.
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In the research context discussed above energy harvesting has never been
considered. However in [18], the combination of energy harvesting, cooperative
relaying and PLS in a wireless network is studied over Rayleigh fading. In our
research, we extend their work by considering Nakagami-m fading.

Motivated by their research, the secrecy performance of an energy harvesting
network with multiple relays in the presence of an eavesdropper over Nakagami-m
fading channels is investigated. The contributions of this paper are summarized
as follows:

– Partial relay selection is considered to secure the network.
– The exact-closed form expressions of secrecy outage probability (SOP) is

derived.
– The results have shown that increasing the number of relays significantly

enhances the security performance of the considered system. In addition, the
EH duration shows a huge effect on SOP of the considered system. There is
optimal point of EH duration in our example which can achieve minimum
SOP of the considered system.

The remainder of the paper is organized as follows. System and channel
models are described in Sect. 2. Performance analysis with exact closed-form
expressions is developed in Sect. 3, while numerical results based on Monte-
Carlo simulations to validate the correctness of our analyses is presented in
Sect. 4. Finally, the paper is concluded in Sect. 5.

2 System and Channel Models

Consider an energy harvesting network consisting of a power beacon B , an infor-
mation source S, K DF relays Rk, k = {1, ...,K}, a destination D and an eaves-
dropper E , as shown in Fig. 1. The power beacon B, S, Rk, E, and D are equipped
with single antenna.The additive white Gaussian noise (AWGN) at Rk and D
has zero mean and variance N0. Assuming all the channels are Nakagami-m fad-
ing, and the channel power gains |hX |2 are gamma distributed with mean power
λX , and severity parameters mX , where X ∈ {SR, SE,BS,BR,RE,RD}. The
cumulative distribution function (CDF) and probability function (PDF) of the
random variable X can be written as

FX (x) = 1 − exp
(

− x

θX

) mX−1∑
i=0

1
i!

(
x

θX

)i

, (1)

fX (x) =
xmX−1

Γ (mX)θmX

X

exp
(

− x

θX

)
. (2)

where θX = λX

mX
, and Γ (·, ·) is the incomplete gamma function [25, Eq. (8.352.6)].
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Fig. 1. System model.

2.1 Energy Harvesting Scheme

In the proposed system, S and Rk can harvest energy from B, and then transmit
signals with the energy. The power beacon can provide wireless energy to S and
Rk∗ , where the Rk∗ is the selected aiding relay to forward information. In the
paper, time switching (TS) policy based energy harvesting is used, as shown in
Fig. 2. In a transmission block time T , S and Rk∗ harvest energy for αT seconds.
Then both S → Rk∗ and Rk∗ → D transmissions spend (1 − α)T/2 equally to
forward information, where α is the EH time fraction and 0 < α < 1. Therefore,
the harvested energy at S and Rk∗ are

ES = ηPBαT |hBS|2, (3)

ER = ηPBαT |hBRk∗ |2, (4)

where η is the efficiency coefficient and 0 < η < 1. PB is the transmit power of
power beacon B. |hBS|2 and |hBRk∗ |2 are channel links from power beacon B to
source S and B to selected aiding relay Rk∗ . Assuming the processing energy at
S and Rk∗ can be ignored. Therefore, the transmit power of S and Rk∗ are

PS =
2ηPB|hBS|2α

(1 − α)
, (5)

Fig. 2. Time switching based protocol
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PR =
2ηPB|hBRk∗ |2α

(1 − α)
. (6)

2.2 Security Scenarios

In the considered system, E can eavesdrop information during the S → Rk∗

and Rk∗ → D transmissions. We assume that there is no direct link from B →
E. Therefore, the energy harvesting at S and Rk∗ can not be disturbed in the
presence of E. Decode-and-forward (DF) technique and different code books are
used in order to enhance the performance of considered system. The secrecy
capacity of the considered system is written as

Cs = min(C1s, C2s), (7)

where C1s and C2s are the achievable secrecy rate of the first hop and the second
hop, they can be expressed as follows:

C1s =
1 − α

2

[
log2

(
1 + γ1M
1 + γ1E

)]+

= ε

[
log2

(
1 + γ1M
1 + γ1E

)]+

, (8)

C2s =
1 − α

2

[
log2

(
1 + γ2M
1 + γ2E

)]+

= ε

[
log2

(
1 + γ2M
1 + γ2E

)]+

, (9)

where ε = 1−α
2 accounts for the fact that during a block time T , both the first

hop and second hop spends (1 − α)T/2 equally to forward information, and
[x]+ = max(x, 0). γ1M is the SNR at the first link S → Rk∗ , γ2M is the SNR
at the second link Rk∗ → D, γ1E is the SNR at S → E and γ2E is the SNR at
Rk∗ → E. The SNR of the first hop γ1M is given as

γ1M =
PS|hSRk∗ |2

N0
=

2ηαPB|hBS|2|hSRk∗ |2
N0(1 − α)

= ξγM|hBS|2|hSRk∗ |2, (10)

where γM = PB

N0
, ξ = 2ηα

(1−α) , and |hSRk∗ |2 is the channel power gain of S → Rk∗

link. Similarly, γ2M, γ1E, and γ2E can be written as

γ2M = γMξ|hBRk∗ |2|hRk∗D|2, (11)

γ1E = γEξ|hBS|2|hSE|2, (12)

γ2E = γEξ|hBRk
|2|hRk∗E|2, (13)

where |hRk∗D|2, |hSE|2, and |hRk∗E|2 are the channel power gains of Rk∗ → D,
S → E, and Rk∗ → E links. γE = PB

NE
, and NE is the variance of the AWGN at

E. In some networks, it is not possible to know the full knowledge of channel
state information (CSI) of all the links. Therefore, in this paper, we consider a
partial relay selection (PRS) that only need to know CSI of the first hop S → Rk.
The best link is selected when the first hop has the maximum SNR, and can be
expressed as

k∗ = arg max
k=1,...,K

(|hSRk
|2). (14)
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Therefore, according to (14), the SNR of the first hop given by (10) can be
rewritten as

γ1M = γMξ|hBS|2 max
k=1,...,K

(|hSRk∗ |2), (15)

The achievable secrecy rates of PRS scheme in the considered system is written as

CPRS = ε

[
log2 min

(
1 + γMξ|hBS|2|hSRk∗ |2
1 + γEξ|hBS|2|hSE|2 ,

1 + γMξ|hBRk∗ |2|hRk∗D|2
1 + γEξ|hBRk∗ |2|hRk∗E|2

)]+

.

(16)

3 Secrecy Outage Probability

In this section, the closed-form expressions of secrecy outage probability (SOP)
for PRS is provided to evaluate the security performance of the considered sys-
tem. In a communication system, the security outage probability is defined by
the probability that the instantaneous mutual information is below a rate Rth,
and can be expressed as

P (C < Rth) = P (γ < β) = FγPRS
(β) , (17)

where C = log2 (1 + γ), γ is the SNR of the considered system, and β = 2
Rth

ε .
From (16) and(17), we have

P (CPRS < Rth) = P (γPRS < β) = FγPRS
(β) , (18)

where

γPRS = min
(

1 + γMξ|hBS|2|hSRk∗ |2
1 + γEξ|hBS|2|hSE|2 ,

1 + γMξ|hBRk∗ |2|hRk∗D|2
1 + γEξ|hBRk∗ |2|hRk∗E|2

)
. (19)

FγPRS
(β) is the cumulative distribution function (CDF) of γPRS. From (18), we

have the following Lemma.

Lemma 1. The SOP of the considered system in partial relay selection scheme
is formulated as follows:

FγPRS (β) = 1 +
k∑

k=1

l∑

v=0

k(mSR−1)∑

l=0

mRD−1∑

i=0

i∑

j=0

(
k

k

)(
l

v

)(
i

j

)
(−1)k(β − 1)l−v+i−j(γEβ)v+j

× w(l, k, mSR)

i!γl+i
M ξl−v+i−jθl

SRθi
RDΓ (mSE)θ

mSE
SE Γ (mBS)θ

mBS
BS Γ (mRE)θ

mRE
RE Γ (mBR)θ

mBR
BR

× Γ (v + mSE)

(
kβ

θSR
+

1

θSE

)−(v+mSE)

Γ (v + mRE)

(
βγE

γMθRD
+

1

θRE

)−(j+mRE)

× 4 ×
(

kθBS(β − 1)

θSRγMξ

) mBS−l+v

2
(

θBR(β − 1)

θRDγMξ

) mBR−i+j

2

KmBS−l+v

(
2

√
k(β − 1)

θSRθBSγMξ

)

×KmBR−i+j

(
2

√
β − 1

θRDθBRγMξ

)
(20)
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where K1(·) defined in [25, Eq. (3.471.9)] is the modified Bessel function of the
second kind and w(·, ·, ·) function is derived as

w(l, k, mSR) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
1
l!

)k
, if l = 0

k
l!
, if l = 1

1
l

∑l
q=1(qk − l + q) 1

q!
w(l − q, k, mSR), if 2 � l � (mSR − 1)

1
l

∑mSR−1
q=1 (qk − l + q) 1

q!
w(l − q, k, mSR), if mSR � l < k(mSR − 1)

(21)

Proof. The proof is given in AppendixA.1.

4 Numerical Results

In this section, the simulation results using Monte Carlo method are provided
to validate the accuracy of the above secrecy outage probability analysis. In
this section, the following parameters are fixed: γE=10 dB, Rth = 0.2 bits/s/Hz,
η = 0.8. The parameters of channel links are fixed: mBS = 2, θBS = 10, mBR = 2,
θBR = 10, mSR = 2, θSR = 10, mRD = 2, θRD = 10. The parameters of the eavesdrop-
ping links are designed: mSE = 2, θSE = 2, mRE = 2, θRE = 2.

In Fig. 3, the analysis match the simulation very well. In this setup, α = 0.01.
This is because in Fig. 4, α = 0.01 seems as an optimal point that has the lowest
SOP. The result shows that the number of relays has significant effect on the
secrecy outage probability of PRS scheme. More specifically, when K increases,
the system performs better in terms of SOP.

Figure 4 investigates the effect of energy harvesting time in a transmission
block time on the secrecy outage probability. In the considered system, k = 3,

Fig. 3. SOP in PRS scheme with different number of relays



Secure Energy Harvesting Communications 107

Fig. 4. SOP in PRS scheme is plotted as a function of α

γM = 10 dB. The SOP is very large when α is too small or too high. This is
because when the energy harvesting time is too long, S and Rk∗ do not have
sufficient time to forward information and when the transmission duration is too
long, there is little time for the nodes to harvest energy. In both two cases, the
SOP will be extremely large. The results also show that the SOP has an optimal
point at α = 10−2 in PRS scheme. Specifically, there is very little difference of
SOP when α is between 10−2 and 10−1. In general, α has a significant effect on
the performance of the considered system. Therefore, the EH duration should
be mindfully determined in order to secure the communication.

5 Conclusions

In this paper, a system with multiple DF relays and a power beacon with single
antenna in the presence of an eavesdropper has been investigated. Partial relay
selection has been proposed in order to enhance the performance of the consid-
ered system. The exact closed-form expressions of SOP has been derived. The
results show that with the increasing number of relays, the security performance
can be enhanced. Finally, the EH duration has huge impact on the system per-
formance and should be carefully designed. In our examples, there is an optimal
point at α=10−2.

A Appendices

A.1 Proof of Lemma 1

The SNR of first hop and second hop in PRS scheme can be written as

γ1PRS =
1 + γMξ|hBS|2|hSRk∗ |2
1 + γEξ|hBS|2|hSE|2 , (A.1)
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γ2PRS =
1 + γMξ|hBRk∗ |2|hRk∗D|2
1 + γEξ|hBRk∗ |2|hRk∗E|2 . (A.2)

The CDF of γ1PRS is expressed as

P (γ1PRS < x) = 1 +
K∑

k=1

l∑
v=0

k(mSR−1)∑
l=0

(
K

k

)(
v

l

)
(−1)k(x − 1)l−v(ξ)v−l (γEx)v

× Γ (v + mSE)
Γ (mSE)θmSE

SE

w(l, k,mSR)
θl
SRγl

M

1
Γ (mBS)θmBS

BS

(
θSRγMθSE

kγExθSE + θSRγM

)v+mSE

× KmBS−l+v

(
2

√
k(x − 1)

θSRθBSγMξ

)
× 2 ×

(
k(x − 1)θBS

θSRγMξ

)mBS−l+v

2

(A.3)

The CDF of γ2PRS is expressed as

P (γ2PRS < x) = 1 −
mRD−1∑

i=0

i∑
j=0

(
i

j

)
1
i!

(x − 1)i−j(γEx)j

γi
Mξi−jθi

RD

Γ (v + mRE)
Γ (mRE)θmRE

RE Γ (mBR)θmBR

BR

×
(

xγE
γMθRD

+
1

θRE

)−(v+mRE)

KmBR−i+j

(
2
√

x − 1
θRDθBRγMξ

)

× 2 ×
(

θBR(x − 1)
θRDγMξ

)mBR−i+j

2

(A.4)

The SOP of the considered system in PRS scheme is formulated as follows:

FγPRS
(β) = 1 − [(1 − Fγ1PRS (β))(1 − Fγ2PRS (β))] (A.5)

After performing some mathematical manipulations, (20) can be achieved with
the help of [25, Eq. (3.471.9)].

References

1. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy
harvesting communications: Part 1 [Guest Editorial]. IEEE Commun. Mag. 53(6),
54–55 (2015)

2. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy
harvesting communications: Part 2 [Guest Editorial]. IEEE Commun. Mag. 53(6),
54–55 (2015)

3. Yuen, C., Elkashlan, M., Qian, Y., Duong, T.Q., Shu, L., Schmidt, F.: Energy
harvesting communications: Part 3 [Guest Editorial]. IEEE Commun. Mag. 53(6),
54–55 (2015)

4. Zhong, C., Zheng, G., Zhang, Z., Karagiannidis, G.: Optimum wirelessly powered
relaying. IEEE Signal Process. Lett. 22(10), 1–1 (2015)

5. Zhou, X., Zhang, R., Ho, C.K.: Wireless information and power transfer: Archi-
tecture design and rate-energy tradeoff. IEEE Trans. Commun. 61(11), 4754–4767
(2013)



Secure Energy Harvesting Communications 109

6. Nasir, A.A., Zhou, X., Durrani, S., Kennedy, R.A.: Relaying protocols for wireless
energy harvesting and information processing. IEEE Trans. Wirel. Commun. 12(7),
3622–3636 (2013)

7. Michalopoulos, D.S., Suraweera, H.A., Schober, R.: Relay selection for simultane-
ous information transmission and wireless energy transfer: A tradeoff perspective.
IEEE J. Sel. Areas Commun. 33(8), 1 (2015)

8. Mohammadi, M., Chalise, B.K., Suraweera, H.A., Zhong, C., Zheng, G., Krikidis,
I.: Throughput analysis and optimization of wireless-powered multiple antenna
full-duplex relay systems. IEEE Trans. Commun. 64(4), 1769–1785 (2016)

9. Rankov, B., Wittneben, A.: Spectral efficient protocols for half-duplex fading relay
channels. IEEE J. Sel. Areas Commun. 25(2), 379–389 (2007)

10. Bao, V.N.Q., Duong, T.Q., da Costa, D.B., Alexandropoulos, G.C., Nallanathan,
A.: Cognitive amplify-and-forward relaying with best relay selection in non-
identical Rayleigh fading. IEEE Commun. Lett. 17(3), 475–478 (2013)

11. Chen, G., Tian, Z., Gong, Y., Chambers, J.: Decode-and-forward buffer-aided relay
selection in cognitive relay networks. IEEE Trans. Veh. Technol. 63(9), 4723–4728
(2014)

12. Yang, M., Guo, D., Huang, Y., Duong, T.Q., Zhang, B.: Secure multiuser schedul-
ing in downlink dual-hop regenerative relay networks over Nakagami-m fading
channels. IEEE Trans. Wireless Commun. 15(12), 8009–8024 (2016)

13. Fan, L., Lei, X., Yang, N., Duong, T.Q., Karagiannidis, G.K.: Secrecy coopera-
tive networks with outdated relay selection over correlated fading channels. IEEE
Trans. Veh. Technol. 66(8), 7599–7603 (2017)

14. Hoang, T.M., Duong, T.Q., Vo, N.S., Kundu, C.: Physical layer security in coop-
erative energy harvesting networks with a friendly jammer. IEEE Wirel. Commun.
Lett. 6(2), 174–177 (2017)

15. Fan, L., Lei, X., Yang, N., Duong, T.Q., Karagiannidis, G.K.: Secure multiple
amplify-and-forward relaying with cochannel interference. IEEE J. Sel. Topics Sig-
nal Process. 10(8), 1494–1505 (2016)

16. Duong, T.Q., Hoang, T.M., Kundu, C., Elkashlan, M., Nallanathan, A.: Optimal
power allocation for multiuser secure communication in cooperative relaying net-
works. IEEE Wirel. Commun. Lett. 5(5), 516–519 (2016)

17. Huang, Y., Wang, J., Zhong, C., Duong, T.Q., Karagiannidis, G.K.: Secure trans-
mission in cooperative relaying networks with multiple antennas. IEEE Trans.
Wireless Commun. 15(10), 6843–6856 (2016)

18. Nguyen, N.P., Duong, T.Q., Ngo, H.Q., Hadzi-Velkov, Z., Shu, L.: Secure 5G wire-
less communications: A joint relay selection and wireless power transfer approach.
IEEE Access 4, 3349–3359 (2016)

19. Fan, L., Yang, N., Duong, T.Q., Elkashlan, M., Karagiannidis, G.K.: Exploiting
direct links for physical layer security in multiuser multirelay networks. IEEE
Trans. Wireless Commun. 15(6), 3856–3867 (2016)

20. Hoang, T.M., Duong, T.Q., Suraweera, H.A., Tellambura, C., Poor, H.V.: Coop-
erative beamforming and user selection for improving the security of relay-aided
systems. IEEE Trans. Wireless Commun. 63(12), 5039–5051 (2015)

21. Rodriguez, L.J., Tran, N.H., Duong, T.Q., Le-Ngoc, T., Elkashlan, M., Shetty, S.:
Physical layer security in wireless cooperative relay networks: State of the art and
beyond. IEEE Commun. Mag. 53(12), 32–39 (2015)

22. Wang, L., Kim, K.J., Duong, T.Q., Elkashlan, M., Poor, H.V.: Security enhance-
ment of cooperative single carrier systems. IEEE Trans. Inf. Forensics Secur. 10(1),
90–103 (2015)



110 C. Yin et al.

23. Fan, L., Lei, X., Duong, T.Q., Elkashlan, M., Karagiannidis, G.K.: Secure multiuser
communications in multiple amplify-and-forward relay networks. IEEE Trans.
Commun. 62(9), 3299–3310 (2014)

24. Wang, L., Elkashlan, M., Huang, J., Tran, N.H., Duong, T.Q.: Secure transmission
with optimal power allocation in untrusted relay networks. IEEE Wirel. Commun.
Lett. 3(3), 289–292 (2014)

25. Gradshteyn, I.S., Ryzhik, I.M.: Table of Integrals, Series, and Products, 7th edn.
Academic press, San Diego (2007)



Optimization of Multi-function Sensor
Placement Satisfying Detection Coverage

Qingzhong Liang1,2 and Yuanyuan Fan1,2(&)

1 School of Computer Science, China University of Geosciences,
Wuhan 430074, China

{qzliang,yyfan}@cug.edu.cn
2 Hubei Key Laboratory of Intelligent Geo-Information Processing,

Wuhan 430074, China

Abstract. Wireless Sensor Networks (WSNs) have become essential parts in
Industrial Internet of Things (IIoT). However, owing to the type associated with
data acquisition and the large scale of monitoring, sensors are often installed at a
lot of locations and a wide variety of sensors make WSN topology more
complex. To address these limitations, a complementary promising solution,
known as software defined wireless sensor network (SDWSN), is proposed.
SDWSN acquires desired information based on users’ demands from large-scale
sensor networks by dynamically customizing its function. Thanks to the
SDWSN, multi-type data sensing is able to enlarge the sensing scale and reduce
the cost. Existing sensor placement techniques are usually focus on simple
function sensor or multi-type sensor. Witness the development of SDWSN, it is
ideal to explore such abilities such that the multi-type sensing functions can be
conducted in a same node. Because each area covered by different
multi-function sensor nodes has different detection requirements, multi-function
sensor nodes placement faces many challenges. In this paper, based on
multi-objective decomposition, we study the number and function redundancy
of all nodes minimization problem in multi-function sensor nodes placement.
Specially, we propose an improved MOEA/D-DE algorithms based on
orthogonal experiment design. Simulation and evaluations validate the effi-
ciency of our proposal.

Keywords: WSN � Placement � Multi-objective � Optimization

1 Introduction

Nowadays, wireless sensor networks (WSNs) become more and more popular for
real-time monitoring. The WSN nodes can be sensors such as magnetic, vibration,
sound, and so on, that are often used to monitor humidity, temperature, pressure, and
other factors. Usually, in industrial applications, a variety of types of physical factors
need be measured at the same time. Therefore, multi-type sensors are placed to meet
different monitoring needs in a variety of detected areas. For example, multi type
sensors, including CO concentration sensor, CO2 concentration sensor, smoke con-
centration sensor, air temperature/relative humidity sensor, can be placed in a forest to
identify smoldering and flaming combustion phases of forest fire [1]. Additionally,
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multi type sensors are place for structural health monitoring of long-span suspension
bridges [2, 3]. However, as a result of single-hop or multi-hop data transmission, the
use of multi-type sensor will increase the scale of wireless network, and make the
network topology more complex.

After decades of extensive study, Software Defined sensor wireless network
(SDWSN) has experienced fast development, and has been another alternative technique
that satisfies multi type data monitoring [4]. SDWSN actively acquires desired infor-
mation based on users’ demands from large-scale sensor networks by dynamically
customizing its function by injecting roles into the reconfigurable multi-functional
sensor nodes [5, 6]. Therefore, by optimizing the placement of the multi-function sensor
nodes in the SDWSN, it is possible to effectively reduce the number of sensors required
for multi-type data monitoring and make the network topology simpler. As shown in
Fig. 1, detected areas (in shadow) are covered only by two multi-function sensors,
which require two temperature sensors, two sulfur sensors and one carbon sensor before.

Detected areas, workload capacity of each node, and number of available nodes
should be considered to optimizing multi-function sensor placement. Therefore,
essentially, we shall seek how to optimize multi-function sensor placement according
to different monitoring requirements. The main contributions of this work exist in three
folds.

Fig. 1. Replacing multi-type sensors with multi-function sensors
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Firstly, the optimizing placement problem of multi-function sensor nodes is
modeled as a bipartite graph problem model in which a power set with the maximum
position correlation will be found with the goal of minimizing the redundancy of the
function and the number of nodes.

Secondly, because the two optimization goals proposed in the modeling are
mutually exclusive, an improved MOEA/D-DE algorithm is proposed to solve this
problem where the initial population generation strategy is improved by orthogonal
method.

Thirdly, virtual-world trace based simulations are conducted after compared with
the benchmark functions. Experiment results validate the efficiency of our proposals.
The advantage of our algorithm verifies the equitable function redundancy in sensor
nodes placement decisions.

2 Related Work

The problem of sensor nodes placement has been extensive studied in health moni-
toring [7], water distribution system [8], and so on. Moreno-Salinas et al. [9] offer a
solutions to the problem of optimal acoustic sensor placement for underwater target
positioning with the goal of maximizing the range-related information available for
positioning. Eliades and Polycarpou [2] considers the problem of water quality sensor
placement in drinking water distribution networks such that the presence of any con-
taminant substance in the network is detected as effectively as possible, and formulate it
in a fault detection framework with which a computational solution methodology is
presented based on the iterative deepening of Pareto solutions. However, most of these
solutions are based on single functional sensor which can not be directly applied to the
multi-functional sensors placement due to the combination relationship of functions.

Moreover, multi-type sensor WSN are playing increasing role on multi-source data
sensing. Placing multi-type sensors to satisfy heterogeneous monitoring demands refers
from many factors, such as cost, communication capability, number of sensors. Zeng
et al. [10] consider a water quality monitoring sensor network consisting of two kinds
of sensors with different prices. The cost-efficient sensor deployment problem is
investigated on how to deploy these two kinds of sensors in a given water distribution
system to minimize the deployment cost, without violating the quality-of-sensing
requirement. Furthermore,sensor placement problem will be more complex when more
types of sensors are considered. Xu et al. [11] use the updated finite element
(FE) model to select the sensor types, which include fiber Bragg grating (FBG) sensors,
laser displacement transducers, and accelerometers, numbers, and locations for struc-
tural health monitoring of long-span suspension bridges, while Soman et al. [3] place
multi-type sensors with integer Genetic Algorithm (GA) to maximize a common metric
to ensure adequate Modal Identification (MI) and Accurate Mode Shape Expansion
(AMSE). Unfortunately, when all kinds of sensors are integrated in a multi-functional
sensor node, these above methods will be never suitable to multi-functional sensors
placement because of different functional limit. We are motivated to address this issue
in this paper.
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3 System Model and Constraints

3.1 System Model

In this paper, a graph model is used to describe the combinatorial optimization problem
of multi-function sensor placement problem. As shown in Fig. 2, all the observed areas
are regarded as an observation area set A. All the necessary detection functions are
regarded as a set F. The sensor nodes are treated as a power set S representing the set F.

We assume the system holds the following assumptions:
The sensor node has multi software defined functions. So that, according to the

observation area requirements, it can be programmed to different detection functions,
such as perception of temperature, light, carbon dioxide and so on. When the detection
function is not required, the sensor node can turn it off.

To satisfy the coverage of all observed areas, the sensing range of the sensor node
can be increased or reduced.

The observed areas are irrelevant, so the detecting results from the different
observation areas do not affect each other. Moreover, all observed areas that have a
variety of detecting functional requirements must be satisfied.

All the sensor nodes do not communicate with each other, and send data to the
server directly.

In order to simplify the problem model, the detection range of the sensor is rep-
resented by a matrix, such as that a sensor with range of 3 can cover the detection range
is around 3 * 3 of the matrix area.

Regardless of the energy and storage capacity limit of the sensor, it is assumed that
each sensor has enough energy and storage capacity to complete monitoring tasks and
record all the detection data.

It can be seen that the final model of the multi-function sensor placement problem is
a constraint combinatorial optimization model of a bipartite graph mapping functions

Fig. 2. Mapping relationship between functions assigned to sensors and areas
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of sensors to the observed areas. Therefore, in this paper, the multi-function sensor
placement problem is solved to achieve the following objectives:

Under the premise of satisfying the coverage of all observed areas, the number of
sensor nodes is the least to reduce the entire network construction costs.

The detection functions of all sensors have the least redundancy in detecting
requirements relative to the covered observed areas to improve the utilization of the
sensor.

3.2 Problem Statement

The objective of the multi-function sensor placement optimization is to minimize the
number of sensors required and the function redundancy of all sensor nodes. An
optimal placement scheme allows the detection functions with the same observation
area to be assigned centrally on as few sensor nodes as possible. In another word, the
detection functions detecting the same observation area are allocated as much as
possible to a same node. The objective of minimization the sensors’ number can be
expressed in an integrated and weighted count Z, as following formula 1.

Z ¼ 1� að Þ � Sþ a �
Xn

i¼0

f xið Þ ð1Þ

Where a (0 < a < 1) is the weight parameter, and n is the total number of observed
areas. Function f ðxiÞ indicates the total number of sensor nodes required for the
observed area xi, and S is the total number of sensors required in this scheme.

Another objective is minimization the function redundancy. The the function
redundancy is defined as follows.

Definition 1 (Function redundancy): The function redundancy of the sensor place-
ment is represented by the difference between the number of areas covered by all the
detection functions minus the total number of detection requirements in the actual
observation area. There are M observation areas, and the number of detection
requirements of the i-th area is ti. For the placement of N multi-function sensors, the
number of functions of the j-th sensor is fj, and the number of coverage areas is sj. Then,
the function redundancy can be expressed as formula 2.

R ¼
XN

j¼1

fj � sj �
XM

i¼1

ti ð2Þ

When the number of sensor nodes is less, the detection functions required by the
observation areas are more likely to be arranged on a same sensor node leading to
higher function redundancy after increasing number of coverage areas of the sensor
node. To reduce function redundancy, the number of sensor nodes will increase due to
reduce the number of coverage areas of a single sensor. Therefore, there are two
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optimization objectives, such as minimizing the weighted count Z of sensor nodes
required and the sensor node function redundancy R.

There are two constraints in this model. One is the maximum number of detection
functions that the sensor node can run, and the other is the maximum number of sensor
nodes covering a same observed area.

Although all functions can be configured on the node, the load capacity of each
node is not sufficient to run more than a certain number of functions. Therefore, a
strong constraint is added in the placement problem that the number of any sensor
nodes in the placement scheme does not exceed the upper limit of the sensor load. This
can be expressed as the formula 3.

\S

i¼0

ðCountsðSiÞ�UpiÞ ¼ true ð3Þ

Where Counts(Si) represents the number of functions that the i-th sensor node Si
has, and Upi is the upper limit of the load capacity of the sensor node Si.

In a placement scheme, the number of sensor nodes covering a same observed area
is less, the utilization of the sensor nodes is higher for the smaller detection function
redundancy. According to this constraint, the maximum number of nodes covering a
same area should be limited. This constraint condition can be expressed as the
formula 4.

\n

j¼1

ðLj � SumðTjÞ�UjÞ ¼ true ð4Þ

Where SumðTjÞ represents the total number of nodes covering the j-th area Tj, and
Lj and Uj denote the maximum and minimum values of the number of sensor nodes
covering the Tj area, respectively.

4 An MOEA/D-DE Algorithm for Multi-function Sensor
Node Placement

Because this multi-function sensor arrangement optimization is a multi-objective
optimization problem, in this paper, an improved multi-objective evolutionary algo-
rithm based on decomposition (MOEA/D) algorithm is used to solve it. The whole
Pareto Frontier (PF) approximation of this problem is about to decompose into a certain
number of single-objective optimization problems, and then the evolutionary algorithm
is used to solve these single-objective optimization problems at the same time. The
algorithm maintains a population composed of the optimal solution of each subprob-
lem. The neighborhood relation between subproblems is defined as the distance
between the weight vectors of the subproblems. The optimization process of each
subproblem is carried out by the evolution between the subproblems. MOEA/D-DE
uses a differential evolution method in the MOEA/D hybridization process and
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generates a new solution by polynomial mutation. It is better than MOEA/D to
maintain the diversity of the population.

In this paper, orthogonal experiment design method is used to improve the popu-
lation initialization process of the MOEA/D-DE algorithm. This method selects the
most representative test combination from the complete test based on the experimental
factors and the level orthogonality. Because the selected test combinations are evenly
dispersed and neatly comparable, the conclusion can basically replace the conclusion of
the complete testing design for improving the efficiency of the algorithm.

In the implementation process, selecting the orthogonal tests from the complete
tests is completed in accordance with the orthogonal array. The orthogonal array is
generated following probability statistics and certain principles, which can be regarded
as Lm qnð Þ, where m is the number of combinations of levels, n is the number of factors,
and q is the number of levels. In this paper, a relatively simple special orthogonal array
is used in which q is a prime number and m ¼ q2, p ¼ qþ 1.

The population initialization process based on the orthogonal test design is done by
operations shown in algorithm 1.

In the algorithm 1, the number of rows and columns (m, n) is calculate firstly after
selecting a suitable q according the input vector X. Then, these parameters are used to
construct an orthogonal array. Thirdly, the range ai; bi½ � of each dimension
xi i ¼ 1; 2; � � � ; nð Þ in the input vector X ; X ¼ x1; x2; � � � ; xnf g, is divided into q hori-
zontal spaces ai þ j � bi � aið Þ=q; � � � ; bif g j ¼ 0; 2; � � � ; q� 1ð Þ, according to the hor-
izontal number q. The value of each dimension of the individual xk in each factor
combination ak corresponding to each row of the orthogonal array is obtained. As a
result, there are a total of m uniform and neatly scattered initial individuals in the search
space R ai;bi½ � i ¼ 1; 2; � � � ; nð Þ.
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5 Performance Evaluation and Analysis

5.1 Configuration of Algorithm Parameters

In the evaluation, main parameters of the improved MOEA/D-DE algorithm are shown
in Table 1.

5.2 Verification of Multi-function Sensor Placement

In the experimental simulation, a test set with 15 areas and a total of 50 observation
function requirements is constructed. In the constraint, the upper limit of the number of
sensor nodes is 20, to ensure that each region has at least one sensor node to cover.
Each sensor node’s load capacity is set to 50, to ensure that all the observation
requirements at least can be mapped to a same node. The number of iterations of the
population is set to 1000 times. The results are as follows.

As shown in the Fig. 3, The purple dot represents the optimal solution of the
Pareto, and the blue dot represents the solution reached during the algorithm iteration.
In the multi-function sensor node placement scheme, the fewer the number of sensor

Table 1. Configuration of algorithm parameters

Parameters Value or Range

Prime number: q 13
Population size: N 300
Neighborhood: T 30
The probability of selecting T:d 0.5
Crossover probability: CR 0.8
Mutation probability: Pm 0.125
Maximum number of parent individuals: nr 3
Number of generations: Gen 500
Normal distribution mean and variance of stretching Factor F (1,0.15)
Decomposition mode Tchebycheff Approach

Fig. 3. Simulation of multi-function sensors placement.
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nodes are used, the greater the functional redundancy is. In contrast, the more the
number of sensor nodes is, the lower the functional redundancy is. This is consistent
with the theoretical analysis.

6 Conclusion

In this paper, we have studied placement problem for multi-function sensor in wireless
sensor networks. Our objective is to minimize the number of sensor nodes required and
function redundancy of all sensor nodes. We first formally state the problem studied in
this paper, with a special emphasis on the multi-function sensor node. To address the
placement optimization problem, we propose an improved MOEA/D-DE algorithm. To
verify the efficiency of our proposals, we conduct extensive simulations to evaluate the
performance of our algorithms. The experiment results demonstrate that our algorithm
has the advantages of fast convergence and strong population distribution. This validate
the correctness of our algorithm design by taking the simulation of sensor application
scenarios into consideration.
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Abstract. While lots of Internet of Things (IoTs) applications have been
designed and implemented for many areas, especially for the ambient-assisted
living domain, real-time development and deployment of those IoTs applica-
tions have still been an open issue. This paper focuses on such an open issue
through our developed web-based IoTs application for a smart garden, be
integrated into and managed via the OpenStack Infrastructure at University of
Information Technology (UiT). An intelligent model applying fuzzy logic to
process measured data for the smart garden, has also developed to give useful
information on keeping plants growing, monitoring, and taking care of plants
more easily and effectively. Load-balance network architecture on cloud is used
to deal with the scalability, availability of the deployed system.

Keywords: Wireless sensor network � Smart model � Fuzzy logic controller
Smart garden � TinyOS � Collection Tree Protocol

1 Introduction

Nowadays, Internet of Things (IoTs) is one of the newest research topics all over the
world. Lots of research have been focused on such a domain to develop more creative
products to enhance our life quality. IoTs applications appear in a lot of different
domains [1], e.g., health care, industry, environment monitoring, weather forecast,
transportation as well as agriculture. In smart agriculture field, there are lots of systems
based on IoTs. These systems have been developed to solve many practical problems in
the modern agriculture domain, e.g., environmental monitoring, soil parameters mon-
itoring, automatically watering, etc. For example, in “Smart Rabbit Farm” [2], there is
an IoT-based application to monitor the rabbit farm conditions with various sensors. On
this system, the authors also used the cloud network infrastructure to store the collected
data and after that visualizing these environmental parameters as well as useful noti-
fications generated by basically comparing these values with the threshold. Some other
system as in [3–5], environmental parameters or soil parameters were also concerned to
create some useful IoTs-based applications. Most of these systems have been devel-
oped by using a single standalone server [3] or an application running on a smartphone
[4] to store and visualize measured data. These solutions are only suitable for
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small-scale areas or some decorated houseplants while the scalability and availability
are not the primary requirements. However, with the high demands of the modern life,
to deploy a smart solution in a real situation, there are many challenges [6] we must
consider, such as the real-time monitoring, the scalability and the availability.

In this paper, we present a Smart Garden IoTs-based system. This system deals with
above challenges by using a load-balance network architecture on the Open Stack
cloud as well as applying the fuzzy logic controller to analyze measured data. Our
system not only helpful for the gardeners on keeping their plants growing well, but also
suitable to deal with high demand for real-time monitoring.

The structure of this paper is organized as follows. Section 1 introduces the
research topic and break down current challenges on IoTs-based in smart agriculture
domain as well as our paper’s contribution. Section 2 clarifies our system implemen-
tation. This Section includes fours sub-Sections, and each sub-Section presents a part of
our core system modules. Section 3 is the results of our system working in a practical
situation. Section 4 shows the related work in the current IoTs-based application for
smart agriculture as well as wireless sensor devices and wireless sensor network
architecture. Finally, Sect. 5 ends this paper with the conclusions and future work.

2 Implementation

In this Section, we clearly explain our system architecture by stating every part of the
model. Figure 1 shows the overview of our system, there are three important modules:
wireless sensor nodes (IoTs end devices), servers system, and web interface.

Fig. 1. Overview of IoTs application system architecture over UiT cloud servers
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2.1 Programming Wireless Sensor Devices

In our system, we used Telosb Mote which was developed by UC Berkeley. It is an
open source platform includes all the essentials for lab studies such as USB pro-
gramming capability, an IEEE 802.15.4 radio with integrated onboard antenna, TI
Micro Controller MSP430 with 10 kB. It also has optional sensor suit include: tem-
perature, light and humidity sensor. The Telosb platform run TinyOS 1.1.10 or higher
as well as Contiki – which are current most popular open source operating system for
wireless sensor devices. In our implementation, we used TinyOS 2.1.2.

For the purpose of this study, we write a program in nesC – a programming
language for creating TinyOS applications [7]. This program is loaded into sensor
nodes to collect environment data as temperature, light, and humidity then sends these
data to root node. SensorCollection program has three important files: module file
(SensorCollecionC.nc), configuration file (SensorCollectionAppC.nc) and Makefile.
The module file lists all interfaces that we will use in our application and define the
program implementation. The configuration file is responsible for assembling other
components together, connecting interfaces used by components to interfaces provided
by others. The Makefile is used to compile the application.

In the SensorCollection application, we used Collection Tree Protocol (CTP) pro-
vided by ColectionC component in TinyOS as a collection routing protocol for data
transmission. CTP is a distance vector protocol designed for sensors network and used
in research, teaching and commercial products. CTP is a tree-based collection protocol.
Some number of nodes in network work as a tree root. Other nodes create a set of
routing tree to these roots. CTP is address-free so that it does not send a packet to a
specific root; instead, it chooses a root by choosing next hop – called its parent node.
CTP uses a value called expected transmission (ETX) as its routing gradient (similarly
to metric value in other routing protocol). Root’s ETX is 0 and other node’s ETX are
the ETX of its parents plus the ETX of its link to its parents. When choosing a route for
transmitting data, CTP chooses the path which has lowest ETX value. An imple-
mentation of CTP is stored in tos/lib/net/ctp directory of TinyOS.

2.2 Building Server System

Our server system is developed based on OpenStack Cloud of the University of
Information Technology. The model systems include two web servers, two database
servers, two load balancers. All of them run Centos version 6.6. The full topology
architecture is shown in Fig. 2.

By using double-quantity servers, our system guarantees if one of web server dies
then all request of users will automatically redirect to another that enhance the scala-
bility and availability of the deployed system. Web server: On the web server Apache
is installed (Apache is as well-known open source web server). After completing
installation Apache, we continue installing PHP and PHP’s module as a server site
language to develop our website. To make the content on the directory/var/www of two
web servers automatically synchronized, we use unison solution. Unison is a file
synchronization tool, which synchronizes manner Master-Slave. For example, when
files on server 1 modified, it also happened in server 2. Database server: About the
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database, we use MySQL as an open-source relational database management system.
Also for the simple management of tracking activities, we use phpMyAdmin - The
open source software written in Php is used for administering the Mysql server through
a web browser. Because we use two databases to ensure real-time store collected data
from sensor nodes, we must configure MySQL Replication to make one of them
become the master database, and other become slave database. Load balancer: The
load balancer is a transfer and control information system, which ensure secure web
server and database server. We use Keep alive to make a Virtual IP, after that, we
install HAproxy - a well-known open source software for TCP/HTTP load balancer, it
helps handle the incoming packets to different servers to help our server system not be
overloaded.

2.3 Developing Web Application

After we set up our server system, we build a web application to analyze and visualize
collected sensors data. This application is designed for two different using objects:
administrators and normal users. The administrators are the garden owner, and normal
users are gardeners who work in the garden and use this system for looking after their
plants easily and more efficiently. We have created a database that includes four
primary tables named client, project, node, and tree for storing corresponding data.
Client: this table stores user information like user id, username, password, user role,
and some contact information (phone number, address…) Project: storing information
related to the project that will be assigned to a particular user defined in the client table.
Node: this table stores wireless sensor node information, including node id, project id,
tree id, time update new data and sensors data (temperature, light, humidity). Tree:
designed for storing information of the plants in our garden. These data will be used as
standard data in fuzzy logic controller; we will clearly explain in next section. After we

Fig. 2. The server system architecture
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complete the database, we implement our visualization system by creating and website
for two usage purpose as we said above: administrators and normal users. The
administrators have full privileges to manage their gardens. They can visualize the
garden overview status as well as control all devices, gardeners and their post on the
website. While normal users – the gardeners have limited features, the only can view
the garden that administrator assigned them. This user also can manage the sensors
nodes used for their areas and read the posts created by administrators to get useful
information related to their plants.

2.4 Applying Fuzzy Logic Controller for Data Processing

One of the most important part in our web-based application is data processing
mechanism. In order to provide helpful information to gardeners, the system must
analyze collected raw sensors data before it displays alerts or reports on web interface.
Figure 3 shows the data flow processing:

As we show in this figure, raw data from sensor nodes are sent to server system for
storing and then analyzed by the reasoning engine to create helpful information dis-
played on website. In Receipt and Analysis block, our system handles these data in
different controller engine depend on their types. In particular, temperature data will be
considered in temperature fuzzy logic controller as we show below.

Temperature fuzzy logic controller: To analyze temperature collected data value, we
propose a simple fuzzy logic model as explained below (Fig. 4):

Fig. 3. Collected data processing flow.

Fig. 4. Temperature fuzzy logic controller model
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Input: Tnode – Tsetpoint is the difference between the collected data from sensor node
the standard value set before (the best suitable temperature recommended for the
development of specific plant which we are taking care of). In this model, we defined
five input level named: NB (negative big), NM (negative medium), Z (Zero), PM
(positive medium) and PB (positive big). Output: Action is the necessary activities that
gardener should follow to keep their plants growing well. To create the make sense
output, we called five output value as HeatHi (gardener should doing something to
increase temperature with a “high” level), similarly other values is HeatLo (heating
with lower level), Nothing (doing nothing), VenLo (ventilating or slowing down
temperature with low level) and the last in VenHi (we should slow down temperature
steadily).

• Membership functions: The membership function associated with the input and
output control variables are shown in the following figures (Figs. 5 and 6):

• Inference rules: The inference rules is shown on Table 1 based on Mandani rules
composition: IF (Tnode – Tsetpoint) is (NB, NM, Z, PM, PB) THEN Action is
(HeatHi, HeatLo, Nothing, VenLo, VenHi).

The Humidity and Light Controller are also similar with the Temperature
Controler.

Fig. 5. The membership function of the input variables (Tnode – Tsetpoint)

Fig. 6. The membership function for output control variables - Action
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3 Result and Evaluation

Using Mathlab to simulate those fuzzy reasoning model, we get result as shown in
following figures (Fig. 7):

This figure demonstrates the temperature fuzzy controller with a specific input
value and the corresponding output action values by applying the interference rules that
we defined in above section. As the figure shows, when the collected temperature value
is smaller than the set point (–2 units) we have the output which towards to the second
partition (should reduce the garden temperature slightly).

By using a PHP-based fuzzy logic library, we have embedded this reasoning engine
to our web-based system. We also present the signal level from the action output as
human-readable alerts so that the gardeners can easily know what they should do next
for their plants growing well. Some sample alerts from our system is shown in Fig. 8.

As the figure shows, we define three levels for alert displaying, they are red, yellow
and green. The green color means collected data is in a safe zone, which is the proper
condition for plants growing. The yellow color informs received data is slightly higher
than our expected value while the red color is dangerous, we must focus on this area
because of the extremely difference between values from the sensor node and our
standard values (Fig. 8).

Table 1. The inference rules of temperature fuzzy logic controller

Rule IF Tnode – Tsetpoint THEN Action

1 IF Negative big (NB) THEN Heating (High)
2 IF Negative medium (NM) THEN Heating (Low)
3 IF Zero (Z) THEN Nothing
4 IF Positive medium (PM) THEN Ventilation (Low)
5 IF Positive big (PB) THEN Ventilation (High)

Fig. 7. An example of temperature fuzzy rule implementation.
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To verify if our reasoning model is working well, we have run the fuzzy logic
controller with some sample input value on Matlab as well as on our web application.
Table 2 shows the result of our experiment with the temperature controller:

As the table shows, the output value from simulation on Matlab is similar with our
fuzzy controller implemented on the web-app.

4 Related Work

IoT-based application. In the environmental monitoring field, applied for smart
agriculture, there are many systems based on Internet of Things [2, 4]. In [3], a private
cloud was developed for the use in precision agriculture and ecological monitoring.

Fig. 8. A screen shot of our web-app visualization when operating in a practical experience.
(Color figure online)

Table 2. The experiment result from the temperature controller with some different input value

Input
values

MatLab
output

Web-app
output

Web’s notification

−8 8.56 8.33 Red: Temperature lower than recommended
7°C

−4 27.5 27.65 Yellow: Should increase 3°C
1 47.5 47.61 Green: Temperature at allowed level
4 67.5 67.65 Yellow: Should decrease 3°C
8 89 89.6 Red: Temperature higher than

recommended 7°C
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In that system, the authors used many open source tools: Linux, LAMP stack, PHP
programming language and Laravel framework as well as lots of sensor nodes based on
Arduino, Raspberry Pi and Libelium Plug and Sense. The system has just developed
and tested using a single-core stand-alone server so that not guarantee for availability of
the deployed system. Another real monitoring system based on IoT [5], which used
some wireless sensor devices as Raspberri Pi, soil moisture sensor, temperature and
water level sensor as well as AWS IoT technology for implementing an automatically
take care of houseplants. In generally, the IoT-based system for smart agriculture is a
new research topic and still attracting many researchers and investors to develop more
intelligent systems for solving the practical problems and enhance our life quality.
These systems must deal with some challenges as scalability, availability as well as
security. In that trends, cloud computing is an emerging technology necessary for
considering and applying on future IoT-based systems [6]. Wireless sensor node.
Depend on the using purposes, there are many types of wireless sensor nodes. Each
node consists of many optimized modules for saving energy, low-power transceiver by
using modern wireless standard as Zigbee, Bluetooth, 6LowPan and sensor array for
monitoring environmental parameters. The sensor array includes pH sensor, tempera-
ture sensor, humidity sensor, electromagnetic wave detector, photo-detector, gas sensor
and other sensor for some factors from the air as CO2, SO2… Telosb, Micaz, Mica2,
Arduino, RassberryPi are some of the most popular integrated wireless sensors node,
which used widely in research and development IoT application. Network topology.
A wireless sensor network is a collection of many nodes organized for working in a
cooperative network. This network is well designed for lower-power consumption and
resource friendly operation. To archive that challenges, many kinds of traditional
network topologies were optimized for wireless sensor network as Bus, Tree, Start,
Mesh, Ring, Cellular, and Grid [8]. Each of these types has different characteristics and
compatible for using in a particular situation. For example, bus topology is easy to
install but network congestion and single path transmission. In the start topology, there
is a central node works as a sink node, other nodes in the network communicate to each
other by using the route through the central node. If the central node has a problem, it
will affect for all the network. This topology is compatible for application work as
server – client model. In our system, we use tree topology to implement our sensor
network.

5 Conclusion and Future Work

Our system is a simple model which implements an IoTs-based application for Smart
Garden. By using wireless sensor network under the Collection Tree Protocol, the
wireless devices collect basic environmental parameters (temperature, light, humidity)
for analyzing through the fuzzy logic controller to give helpful information to the
gardeners. Our system also deals with real-time monitoring, scalability and availability
by implementing on Open Stack cloud computing. In the future, to improve our system
more practically and efficiently we should continue to develop the reasoning engine to
be more intelligent as well as upgrade the website more useful by adding some con-
venient features. We also should research and learn more about the automatic
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technology system so that we can combine our system with a modern actuator system
in order to generate a full stack “Smart Garden” architecture as a smart solution for the
modern agriculture.
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Abstract. In context-aware monitoring and control applications, multimedia
data generated bymultimedia sensors at a critical moment have to be delivered to a
server reliably with tight time constraint. However, it is challengeable to process
those data using a wireless multimedia sensor network with limited resources in
terms of energy, bandwidth and processing power. Therefore, in this paper, we
propose an energy-aware approach to deliver those event-driven bursty data in a
reliable and timely manner by exploiting the advantage of slot scheduling tech-
nique and channel allocation. Our approach enables the concurrent transmission of
a burst of multimedia data in order to shorten the multimedia data acquisition time
and reduce the energy consumption. The simulation results show that the proposed
approach can satisfy the requirements of multimedia applications in terms of data
acquisition time and energy consumption compared with other approaches.

Keywords: WMSNs � Multimedia data � Slot scheduling

1 Introduction

A wireless multimedia sensor network (WMSN) for a context-aware monitoring and
control application usually consists of several scalar sensors that report the readings
from environment to a server periodically and multiple multimedia sensors that generate
and transmit a burst of multimedia data (or bursty data) such as still image or video on
demand only when a critical event occurs. Due to the limited bandwidth and energy of a
sensor node, it is challengeable to design a protocol that can satisfy the tight time
constraint and the reliability of multimedia data transmission in such a critical moment.

Various TDMA-based media access control (MAC) protocols such as TreeMAC [1],
I-MAC [2], RRMAC [3] have been proposed for reliable and real-time data transmission
in WMSNs. However, these protocols were basically designed for periodic data
acquisition, they may not be suitable for transmitting bursty data with the time constraint
reliably. In addition, for an efficient bursty data transmission with the traditional MAC
protocols, the complex slot scheduling algorithm may be required and/or the wasted
energy consumption of the sensor nodes is inevitable since sensor nodes may still
remain active or idle listening state during the duration of bursty data transmission.
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Recently, some approaches have been proposed to support the transmission of
bursty data in WMSNs. Multimode Hybrid Medium Access Control (MMH-MAC) [4]
can support bursty traffic in dynamic networks with the use of slot reuse technique.
BurstMAC [5] which relies on the TDMA and multi-channel mechanism is proposed to
enhance the network performance and prolong the network lifetime. Advertisement-
based Time-division Multiple Access (ATMA) [6] reserves transmission slots by using
the CSMA technique and manages the reservation of nodes in an energy-efficient way
by making the use of the nature of bursty traffic to reduce the energy consumption of
nodes. However, it may not be suitable for dealing with multi-hop bursty traffic and
may also suffer from the funneling effect problem when applying in a tree-based
network. iQueue-MAC [7] is proposed to deal with bursty traffic by using a hybrid
mechanism: CSMA/CA is used in light traffic load while TDMA is used in case of
bursty traffic to provide better throughput with support of the multi-channel technique.
An optimized low energy adaptive clustering hierarchy (Op-LEACH) [8] allows the
nodes with bursty data to get more transmission slots which are released by the nodes
without having data during the bursty data transmission. However, this passive way of
acquiring slots cannot guarantee the delivery of bursty data in a timely manner. An
approach in [9] tries to reduce transmission collision and thus transmits bursty data
efficiently by allocating the different channels to the nodes in underwater sensor net-
works. This approach is complicated by dealing with channel allocation problem,
multi-channel hidden terminal problem and missing receiver problem.

The aforementioned MAC protocols mostly deal with the periodic scalar data in
general, while they try to transmit bursty data using slot scheduling when necessary.
Accordingly, they have difficulty in predicting the amount of time to transmit bursty
data since they do not take the time constraint of bursty data into account in designing a
slot scheduling and transmission method. In order to solve such kind of problems, the
approach in [10] reserves a particular path from an active multimedia node to the sink
and then assigns dedicated slots for the nodes along the path for the bursty data
transmission. However, without using the slot reuse technique may cause more latency
under high traffic load conditions. Therefore, to reduce the bursty data collection time,
the approach in [11] uses a channel-slot allocation scheme where the vertically two-hop
away nodes along the reserved path are allowed to transmit data simultaneously either
if they are located outside of their transmission range or the transmissions of those
nodes are performed on different channels. However, this approach requires very tight
time synchronization and it only achieves high performance in a long treesize network.

Taking into consideration the requirements of multimedia data applications and the
above problems discussed so far, we propose an energy-aware approach with the aim of
delivering bursty data in a reliable and timely manner. In this approach, the optimal
path from active multimedia nodes to the server is set up with the consideration of
bandwidth requirement for multimedia data transmission. Only the nodes along the
optimal path will involve transmitting multimedia data, the other nodes get into a sleep
state during multimedia data acquisition for conserving energy. Moreover, to shorten
the bursty data transmission time, we exploit an efficient scheme that collects the
bandwidth demand of the network and then assigns a number of dedicated slots to
corresponding nodes based on their demands in an optimal way. Hence, the bursty data
are delivered safely to the server in a contention-free manner while satisfying the tight
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time constraint of multimedia applications. The evaluation results indicate that the
proposed approach improves the application performance significantly.

In what follows, the system model is described in Sect. 2. We present the principle
design of the proposed approach in Sect. 3. Section 4 covers the performance evalu-
ation. Finally, we make concluding remarks in Sect. 5.

2 System Model

In this paper, we consider a typical model for the safety monitoring and control
(SMOCS) system which consists of one server and multiple sinks for collecting data
readings from sensors in the network. Typically, there are two types of sensor nodes:
Ordinary sensor (e.g. gas, heat, light, and humidity) and multimedia sensor (equipped
with a camera module for taking a still image or video of a monitored object). An
ordinary node (ON) senses data from environment and sends it to the server periodi-
cally. The server collects and then analyzes the data to judge whether a critical event
has occurred or not. In case that a critical event is detected in a particular area, the
server and/or sink sends a command to request the multimedia node (MN) in that spot
to send a still image or video stream of the monitored object to confirm the critical
situation. In that case, an MN with active camera module is called an active multimedia
node (AMN).

Figure 1 illustrates a typical network model for WMSNs. There are multiple trees
where each tree originates at a sink and then connects to other nodes via wireless link to
form a tree-topology network. A wireless link can be disrupted due to node failure,
battery depletion, or the effect of hard industrial environment. If a node belongs to a
specific tree, it is called as a tree-node and the corresponding link is called a tree-link.

Fig. 1. An example of SMOCS system model
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3 Principle Design of the Proposed Approach

3.1 Protocol Operation

The proposed protocol begins with the initial contention period (ICP), followed by the
MAC Operation period and the multimedia data acquisition period (MDAP), as illus-
trated in Fig. 2.

In the ICP, a tree is initially constructed and then time synchronization is per-
formed. In this approach, every sensor node works in either of two modes: normal
mode or bursty mode. A node operates in a normal mode in the MAC operation period
which follows the ICP. In this mode, sensor nodes can report data readings to the sink
periodically by using one of existing MAC protocols. When an abnormal situation is
perceived, the sink starts the MDAP by sending a request of multimedia data to a
specified multimedia sensor. Then, every node switches to bursty mode for sending or
forwarding bursty data. In this paper, we do not explain the protocol operation in the
normal mode and limit our discussion to the acquisition of event-driven multimedia
data in the bursty mode.

For more convenience, the following notations are used in the rest of the paper as
shown in Table 1.

Fig. 2. The structure of the proposed approach operation

Table 1. Some notations used in the paper

Notation Definition

D(i) A set of descendant list of node i
T(i) T(i) = D(i) [ {i}
C(i) A set of children of node i
mIDs(i) = {x| x 2 T(i) ^ x = MN} A set of multimedia nodes in the subtree of node i
mIDsA(i) = {x| x 2 T(i) ^ x = AMN} A set of multimedia nodes in the subtree of node i
ηi The number of packets generated by node i
Si A sending bandwidth demand of node i
Ri A receiving bandwidth demand of node i
Bi Total bandwidth demand of node i
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3.2 Tree Construction

At the initialization, all nodes cooperate to build a tree which is rooted at the sink (as
shown in Fig. 1). A link (i, j) is said to be reliable if node i can transmit a packet to
node j successfully when there is no interference. Then, we can construct a robust tree
such that every tree-link is bi-directionally reliable (B-reliable) [2].

Tree construction is initiated by an advertisement (ADV) message issued by the sink
which is the only tree member at the initialization stage. Upon receiving the ADV
message, an orphan that has a reliable link joins the sink by sending a join request
(JREQ)message. A sending node attaches a set of its neighbors with a reliable link in the
ADV message or the JREQ message so that the receiver can determine whether it has a
B-reliable link to the sender or not. Upon receiving JREQ, the member sends a join
response (JRES) message and takes the orphan as its child if the corresponding link
between them is B-reliable. When the orphan receives JRES, it takes the member as its
parent. Another orphan who has overheard JREQ can take the same procedure to
become a member if its corresponding link is B-reliable. If an orphan overhears JREQs
from multiple members with B-reliable links, it pairs with a member that has the shortest
distance to the sink. During the operation time, if a certain node detects the failure of the
link to its parent, it tries to find one neighbor that can provide the B-reliable link and
shortest distance to the sink and then joins that node by sending JREQ.

3.3 Data Transmission Model and Our Motivation

In the previous work [12], a sharable slot is allocated to each level of a tree, starting
from the nodes at the highest level down to those at the lowest one, and then data
transmission is performed progressively in the level-order fashion (as shown in Fig. 1).
Accordingly, interference or contention is narrowed down to the nodes located at the
same level. However, within a sharable slot, those nodes also have to compete against
other sibling nodes for data transmission, thereby increasing latency and network
overhead when traffic load goes high. To overcome this problem, in our approach,
instead of using a big sharable slot, a small fixed slot is assigned to each node dedi-
catedly. The proposed approach is twofold. First, for the nodes belonging different
sibling groups, a dedicated channel is allocated to each parent node to receive data from
its children (which is done by the distributed channel allocation scheme presented in
[9]). Second, for the nodes within the same sibling group, each node is assigned a
number of dedicated slots proportional to its bandwidth demand.

Figure 3 illustrates the operation of the proposed approach. Two different sibling
groups belonging to two different parent nodes (e.g. x and y) work on different channels
(channel X and channel Y, respectively), therefore channel contention can be narrowed
down to a group of sibling nodes having the same parent. It is obvious that the fewer
sibling nodes in the level of the tree, the less competition in channel access.

Suppose that a node x has m children, thus it has a sibling group, represented as
S(x) = {x1, x2,…, xm}. By using a scheduling algorithm, each node in S(x) is assigned a
number of distinct slots for data transmission based on their bandwidth requirements.
Note that, since two sibling groups work on different channels, their scheduled slot time
can be overlapped each other, thereby contributing to reducing latency significantly.

An Energy-Aware Approach 135



3.4 Event-Driven Multimedia Data Acquisition

In this section, we describe the operation of the proposed approach for the acquisition
of multimedia data in the bursty mode.

Initially, upon detecting an abnormal event in the monitoring field, the sink S starts
the multimedia path setup phase by sending a special message, called a multimedia data
request message (MREQ), to the specified multimedia node(s) in that area. When
receiving MREQ, an intermediate node, if it found that the target multimedia node
locates in its subtree, will forward MREQ toward the target MN node; otherwise,
MREQ will be discarded. Then the process is continued until MREG reaches the target
MN nodes. Upon receiving MREQ, an MN becomes active (called AMN) and then
sends resource reservation request message (RRREQ) to the sink with the information
of its bandwidth demand. The intermediate node located on the path from the AMN to
the sink becomes the forwarding node and then forwards RRREQ to the upstream node
until it reaches the sink. Upon receiving RRREQ, the sink responds to the resource
request by broadcasting a resource reservation response (RRRES) message. Every node,
except for the leaf nodes, needs to rebroadcast RRRES.

Note that RRRES contains the information of the slot schedule for every node
locating on the multimedia transmission path. Therefore, upon receiving RRRES from
the sink, the AMN starts sending its bursty data within the duration of the MDAP
according to the assigned schedule. The intermediate nodes located on the path from
the AMN to the sink need to forward those bursty data, whereas the others get into a
sleep state to conserve bandwidth and energy. The structure of some messages used in
the path setup phase is shown in Table 2.

Fig. 3. Data transmission model.

Table 2. Multimedia path setup message structure

Path setup message Description

MREQ = (mIDs(s)) Multimedia data request message
RRREQ(i) = (ηi, Si, Ri) Resource reservation request message
RRRES(i) = (mIDsA(i), MDAP) Resource reservation response message
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During the multimedia path setup phase, based on each node’s bandwidth demand,
the sink produces a slot scheduling which defines the time that a node is allowed to
work on. As shown in Eq. (1), bandwidth demand Bi of a node i consists of two parts:
(i) sending-bandwidth demand Si which corresponds to the number of necessary slots
for sending all data packets in its subtree T(i), and (ii) receiving-bandwidth demand Ri

which corresponds to the number of required slots for collecting data from its children.
Therefore, the bandwidth demand Bi can be presented as follows:

Bi ¼ Si þRi ð1Þ

where Si and Ri are determined by:

Si ¼
X

k2T ið Þ gi ð2Þ

Ri ¼
P

x2C ið Þ Sx
� �

þmax Rx jx 2 C ið Þf g whereC ið Þ 6¼ ;
0 otherwise

(
ð3Þ

As discussed in Sect. 3.3, data transmission is performed according to the
parent-children relationship in the tree. In fact, if two nodes have the same parent, they
cannot send data at the same time because of the physical characteristic of a wireless
transceiver. However, two distinct nodes can receive data from their children in parallel
if no interference between two pairs of data transmissions. Therefore the receiving
bandwidth demand of a node is determined as the sum of the sending-bandwidth
demands of its children and the maximum of the receiving-bandwidth demand of its
children as shown in Eq. (3).

Figure 4 shows an example of the multimedia path setup phase. The network
topology consists of one sink S, five multimedia nodes (nodes 1, 3, 4, 6 and 7) and
three ordinary nodes. Suppose that in this example, the sink S only needs to get
multimedia data from nodes 4, 6 and 7.

Fig. 4. An example of path setup procedure
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Initially, the sink sends MREQ = {4, 6, 7} to notify that it wants to get data from
nodes 4, 6, and 7. The intermediate nodes (1 and 5) forward MREQ toward its children
until it reaches the destination. Upon receiving MREQ, nodes 4, 6 and 7 respond with
RRREQ including the bandwidth demand for sending multimedia data. In this example,
each AMN sends only one packet in each round.

In Fig. 4, node 7 sends RRREQ with (S7, R7) = (1, 0) since it needs 01 slot for
sending one data packet in each round, and no need slot for receiving since it has no
children. Similarly, node 6 sends RRREQ with (S6, R6) = (2, 1) since it needs to send
two data packets (one is its own and the other is from its child) and receive one packet
from its child (node 7). Finally, the sink needs totally 6 slots for receiving data from the
network in each round of data collection.

4 Performance Evaluation

4.1 Simulation Setup

For performance evaluation, the proposed approach is compared with the slot
demand-based path reservation (SDPR) approach [7], which has shown the good
performance for bursty data transmission in WMSNs, by using the QualNet network
simulator [13].

In the simulations, sensor nodes are static and randomly distributed in a square
terrain of 100 � 100 (m2). Since we consider the performance of bursty data acqui-
sition, the performance metrics are evaluated based on that activity only. In each critical
event, a burst of data has 100 data packets (each of 127 bytes) that are generated at a
multimedia source node. A critical event is generated randomly in the network. Some
key simulation parameters and values in the simulations are shown in Table 3.

Table 3. Simulation parameters

Parameter Value

Default transmission power −25 dBm (power level 3)
Sensor energy model MicaZ
Path loss model 2-ray
Noise factor 10 dB
Slot size 6 ms
Dimensions 100 � 100 (m2)
Simulation time 600 s
Number of nodes 1 sink; 25 sensor nodes
Data packet length 127 bytes
Bursty data load (each event) 100 packets
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4.2 Simulation Results and Discussions

(1) Data Acquisition Time

In WMSNs, data readings from the monitored environment have to be reported to the
sink or server within a specified time (application deadline). It means that the received
data can be useless, even though it is received at the sink successfully. Therefore, in
this paper, to evaluate whether a protocol can satisfy the requirement of the multimedia
application, we use data acquisition time which is defined as the duration to send a
burst of data packets from the multimedia source nodes to the sink.

Figure 5 compares the data acquisition time of the two protocols according to the
variation of the number of AMNs which are requested to send multimedia data to the
sink. We can see that two approaches have linearly increasing curves when increasing
the number of AMNs. However, our proposed approach can achieve the better per-
formance in term of data acquisition time and it can reduce the data acquisition time
more than 30% compared with SDPR. Since the slot reuse technique is not used in
SDPR, the transmission delay increases largely under the high traffic loads. However,
our proposed approach allows two pairs of nodes to send data in parallel if they do not
interfere with each other. Therefore, the data acquisition time is significantly reduced,
thereby satisfying the tighter time constraint of multimedia applications.

(2) Energy Consumption

Energy is one of major concerns in WMSNs because of the difficulty in battery
replacement, and therefore minimizing energy consumption of a sensor node is a main
issue that needs to be considered [2]. A wireless transceiver of a node (e.g., CC2420
transceiver module in TelosB or Kmotes) usually consumes much more energy than the

Fig. 5. Data acquisition time
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other components. Therefore, the operation of wireless transceiver should be controlled
in an effective way to extend the network lifetime. For example, the radio should be in
active state when processing data, and go to sleep state to conserve energy when having
no data.

In this paper, we use energy consumption to evaluate how effectively a protocol
spends energy in data transmission. Energy consumption can be calculated by mea-
suring total energy consumed by all sensor nodes (except for the sink) and then
dividing it by the total number of packets received at the sink.

Figure 6 shows the results of the two approaches in terms of energy consumption.
We can see that the energy consumption in our proposed approach is much lower than
the one in SDPR. Actually, to support for bursty data transmission, both approaches
also reserve a path from the source of multimedia data to the sink. The other nodes
which are outside of this path get into a sleep state to conserve energy. However, our
approach can reduce the time to acquire multimedia data by allowing the concurrent
data transmissions. As a result, the time of a node in active state is also reduced,
thereby lowering the energy consumption significantly.

5 Concluding Remarks

In this paper, we propose an efficient approach for event-driven multimedia data
acquisition in WMSNs that not only delivers bursty data reliably from the multimedia
node to the sink, but also reduces bursty data acquisition time significantly by allowing
the concurrent data transmission. Moreover, the network operation is fully controlled
by the sink. The source node and the corresponding upstream nodes are assigned a
number of slots enough for bursty data transmission while the others get into sleep state

Fig. 6. Energy consumption per successfully received packet at the sink.
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for saving energy. In this way, the source node can deliver bursty data packets to the
sink successfully in a contention-free manner while satisfying the tighter time con-
straint of bursty data acquisition.
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Abstract. Predicting program popularity precisely and timely is of great value
for content providers, advertisers, as well as Internet TV operators. Existing
prediction methods usually need large quantity of samples and long training
time, while the prediction accuracy is poor for the programs that experience a
high peak or sharp decrease in popularity. This paper presents our improved
prediction approach based on trend detecting. First, we apply a dynamic time
warping (DTW) distance based k-medoids algorithm to group programs popu-
larity evolution into 4 trends. Then, 4 trend-specific prediction models are built
separately using random forests (RF) regression. According to the features
extracted from electronic program guide (EPG) and early view records, newly
published programs are classified into the 4 trends by a gradient boosting
decision tree. Finally, combining forecasting values from the trend-specific
models and classification probability, our proposed approach achieves better
prediction results. The experimental results show that, compared to the existing
prediction models, the prediction accuracy can increase more than 20%, and the
forecasting period can be effectively shortened.

Keywords: Internet TV � Popularity prediction � Dynamic time warping
Random forests regression � Gradient boosting decision tree

1 Introduction

With the maturity and popularity of high-definition (HD) and 3D technology, IP video
traffic will be a major part of all consumer Internet traffic. According to data published
by Cisco Visual Networking Index at July 2016 [1], Internet video to TV will continue
to grow at a rapid pace, which will be 26% of consumer Internet video traffic by 2020.
Nevertheless, users’ attention is not uniformly distributed among all programs. Only a
few of programs can attract massive user’s attention, and the rest will be left without
anybody to care for it. Take Tencent video for example [2], the cumulative requests for
the top 50 programs is 45 billion, which is more than 80% of the total requests.
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In this context, it is of great importance to predict the popularity of Internet TV
programs. First, using the program popularity prediction results, audience will save
much time to find more valuable TV programs from mass video resource. Secondly,
based on program popularity forecasting data, commercial company is able to maxi-
mize advertising effect by choosing the TV programs with highest potential. Finally,
with the help of popularity prediction model, the Internet TV operator can optimize
configuration of network in advance by deploying enough transmission and storage
resource to distribution hot programs.

However, accurately predicting the popularity of Internet TV programs is a quite
challenging task. First of all, there are a lot factors to influence TV program popularity
which is hard to measure, such as the quality of the program and the interests of audience.
Then the relationship between hot events in real world and TV programs cannot be easily
introduced in the prediction model. Last but not least, there is a massive gap between the
popularity evolution of different programs, which should be considered when designing
the prediction model. In this paper, cooperating with an Internet TV operator, we analyze
massive user behavior data and present our improved method to predict the popularity for
Internet TV programs. The main contribution of our work is as follows:

1. We apply a dynamic time warping (DTW) distance based k-medoids algorithm to
group programs with similar popularity into 4 evolution trends, which has the
ability to capture the inherent heterogeneity of program popularity. It’s computa-
tionally more efficient than previous methods used to delineate popularity evolution
trends, such as K-Spectral Clustering (KSC) models [3]. Computation in these
models is always extensive due to model training and the transformation of features
in semantic spaces. By contrast, the DTW distance based k-medoids algorithm is
directly driven by raw data. Our method can be implemented without much human
intervention, and has a much lower computational cost.

2. We build trend-specific prediction models using random forests (RF) regression,
which have an overall higher predictive performance than a single model trained
from the entire data set. The popularity prediction model trained separately from
different popularity trends data sets can focus on particular types of programs,
reduce the effects of noise. To our knowledge, we are the first to tackle the inherent
challenges of predicting Internet TV program popularity combining forecasting
values from the trend-specific models and classification probability.

The proposed method is evaluated with the data collected from Jiangsu Cloud-
media TV, one of the largest Internet TV platforms in China. The rest of this paper is
organized as follows. Section 2 discusses related work, whereas Sect. 3 formally
presents our new Internet TV program popularity prediction model. Our evaluation
methodology and main results are discussed in Sect. 4. Section 5 concludes this paper.

2 Related Works

Due to the rich variety and strong timeliness, semantic understanding of Internet TV
programs is more difficult than that of news, microblogging and other web content. An
ideal prediction model for Internet TV programs not only needs high prediction
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accuracy, but also needs good calculation performance, which means prediction result
should be given before audience interest fades. At present, there is little research on
program popularity prediction of Internet TV. The existing popularity prediction
methods are for other media forms, but can be used as a reference. Commonly used
web content popularity prediction methods include cumulative growth, temporal
analysis and evolution trends.

Cumulative growth. Some researchers studied the cumulative growth of attention,
such as the amount of attention that one item received from the moment it was pub-
lished until the prediction moment. Kaltenbrunner et al. [4] proposed that depending on
the time of the publication, news stories followed a constant growth. A log-linear
model was proposed by Szabo and Huberman [5], outperformed the constant growth
models in terms of mean squared error (MSE). A different approach was proposed by
Lee et al. [6]. They used survival analysis model to detect the threads that would
receive more than 100 comments in MySpace with 80% accuracy. Tatar et al. [7] used
a simple linear regression based on the early number of comments to predict the final
number of comments for news articles. Kim et al. [8] used a linear model on a
logarithmic scale to predict popularity ranges for political blog posts. Predicting the
popularity of web content, based on the aggregate user behavior, has also been
addressed as a classification problem. Jamali and Rangwala [9] trained different clas-
sification methods to predict the popularity class of a Digg story with an accuracy of
80%. Wang et al. [10] proposed a local data processing architecture to solve the
problem of rapid analysis and processing of massive data.

Temporal analysis. Some researchers performed a temporal analysis of how content
popularity evolved over time until the prediction moment. Pinto et al. [11] relied on a
multivariate linear regression model to predict the popularity of YouTube videos.
Maass et al. [12] built a large recurrent neural network that could consider more
complex interactions between early and late popularity values. Gürsun et al. [13]
observed that the daily number of views could be modeled through a time series
prediction model using Autoregressive Moving Average (ARMA). Wang et al. [14]
presented a novel model for enhancing classification precision and reducing network
overload

Evolution trends. Other researchers used clustering methods to find web items with
similar popularity evolution trends. Crane and Sornette [15] observed that a Poisson
process could describe the attention around the majority of videos and the remaining
ones followed three popularity evolution trends. Ahmed et al. [16] proposed a model
that used a more granular description of the temporal evolution of content popularity,
which showed a significant improvement over the log-linear model. Wang et al. [17]
proposed a context-aware system architecture to realize accurate detection of the leak
points in large-scale petrochemical plants.

Most of the previous studies focus on building a general model to predict popularity
of certain content in some media, but neglect the fact that there is massive gap between
contents popularity evolution progresses. That leads those methods are generally
ineffective for programs popularity prediction of Internet TV, especially when pre-
dicting programs with early peaks and later bursts of accesses. To our knowledge no
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other work has studied the predictive power of features extracted from electronic
program guide. In summary, we are first to detect different popularity evolution trend of
Internet TV automatically, and develop an integrated predicting model combining
forecasting values from the trend-specific models and classification probability.

3 Methodology

3.1 Problem Statement

The program popularity prediction problem can be defined as follows. Let c 2 C be an
individual program from a set of programs C observed during a period T. We use
t 2 T to describe the age of a program (i.e., duration since the time it was published)
and mark two important moments: indication time ti, representing the time we perform
the prediction and reference time tr, the moment of time when we want to predict
program popularity. Let Nc tið Þ be the popularity of c from the time it was published
until ti and Nc trð Þ be the value that we want to predict, i.e., the popularity at a later time
Nc trð Þ. We define N̂c ti; trð Þ at the prediction outcome: the predicted popularity of
program c at time tr using the information available until ti. Thus, the better the
prediction, the closer N̂c ti; trð Þ is to Nc trð Þ.

3.2 Method Overview

Our method follows 3 steps. The first step is to detect popularity evolution trends. We
calculate the DTW distances between historical-record time series and try to cluster
popularity evolution into optimal trends. 11 static features extracted from EPG are
introduced to strengthen the result of clustering. A few trials are performed to deter-
mine an appropriate value for the number of popularity trends (k) in our case study
(Fig. 1).

The second step is to build trend-specific prediction model using RF regression. We
spilt the view records into 4 groups according to the above trends, and feed them to the
RF regression model together with static features.

The third step is to use gradient boosting decision tree (GBDT) to classify newly
published programs popularity into the trends, and get the final prediction results based
on the prediction values of 4 models and the probability of classification.

A pictorial representation is shown in Fig. 3. Compared to existing methods, our
approach incorporates multiple trend-specific forecasting models, combines the pre-
dicting results with probability of each program belonging to each tend, and leads to
better results.

3.3 Popularity Trend Detecting

In this section, we describe the details of our method for k-medoids [18] clustering of
program popularity time series with DTW [19] distance. DTW distance is an accurate
similarity measurement which is generally used for time series data. An optimal
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alignment and distance between two sequences P = (p1, p2 … pn) and Q = (q1, q2 …
qm) can be determined as follows:

DTWðP;QÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
distðpn; qmÞ

p
ð1Þ

distðpi; qjÞ ¼ ðpi � qjÞ2 þmin
distðpi�1; qjÞ
distðpi; qj�1Þ
distðpi�1; qj�1Þ

8<
: ð2Þ

DTW distance is calculated through dynamic programming to discover the mini-
mum cumulative distance of each element in n � m matrix. In addition, the warping
path between two sequences can be found by tracing back from the last cell. Wang
et al. [20] proposed an interests-based reduced variable neighborhood search queue
architecture to process large amounts of data. In this work, DTW distance is used to
measure the similarity between each program popularity time series data and cluster
centers to give more accurate results.

The k-medoids algorithm is similar to the well-known k-means for performing
clustering analysis. However, these two methods differ in how they update the center
location for a certain cluster. In the k-means approach, the center of a cluster is indeed
virtual, because it denotes the mean position of the members that are currently within
the cluster. However, the k-medoids method treats the center as the median of the

Fig. 1. Overview of Internet TV program popularity prediction method
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cluster, which thus coincides with one of the actual members. Owing to this difference,
k-medoids is more robust in responding to the outliers in the dataset.

The k-medoids based on DTW algorithm is described briefly as in Algorithm 1.
First, we arbitrarily choose k programs in D as the initial medoids, and assign each
remaining program to the cluster with the nearest medoids. Then we randomly select a
non-medoid program to compute a new DTW distance of the trends. If the new DTW
distance is less than the previous one after the swapping, we swap to form a new set of
k medoids. Above steps are repeated until there is no change of programs in each trend.

Algorithm KMDTW(D,C)
1. D: the data set containing program popularity time series
2. C: the number of trends
3. K: the set of trend centers
4. M: the set of popularity sequences in each trend
5. initialize C as trend centers of K
6. do
7. for i = 1:size(D)
8. for k = 1:K
9. DistDi,Ck = DTW(Di,Ck)
10. end for
11. if(DistDi,Ck is min)
12. assign Di into Mk

13. end if
14. end for
15. while(the cluster membership changes)
16. return K,M

3.4 Trend-Specific Prediction Models

In this section, we describe the details of training trend-specific prediction models using
RF regression [21]. RF is an extension of bagging and a competitor to boosting. It uses
either categorical (i.e., classification) or continuous (i.e., regression) response variables,
and either categorical or continuous predictor variables. In RF modelling, the training
parameters that needed specification were: (i) the number of trees to grow in the forest
(n tree), the number of randomly selected predictor variables at each node (m try), and
the minimal number of observations at the terminal nodes of the trees (node size). In
our study, those were set to 1000, 12, and 5, respectively. The default of n tree was 500,
but it has been observed that more stable results for estimating variable importance are
achieved with a higher number. The training data that were left out of the bootstrap
(i.e., Out-Of-Bag, OOB) samples were used to estimate prediction error and variable
importance. In error estimation, the OOB samples were predicted by the respective
trees and by aggregating the predictions, the mean square error of OOB was calculated
by (3).
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MSEOOB ¼ 1
N

XN
i¼1

ðyi � ŷiOOBÞ2 ð3Þ

Where ŷiOOB is the OOB prediction for observation yi. Regarding variable impor-
tance, the values of a specific predictor variable were randomly permutated in the OOB
data of a tree while the values of other predictors remain fixed. The modified OOB data
were predicted, and the differences between the MSEs obtained from the permutated
and original OOB data gave a measure of variable importance. In our dataset, we will
use the attributes of the Internet TV programs, the first-7-day view records and some
derivation as the predictor, and the 30th day records as y. For each cluster, we train a
unique model to fit the dataset.

3.5 Classification of Newly Published Programs Popularity

Gradient Boosting Decision Trees (GBDT) [22] is an additive regression model con-
sisting of an ensemble of decision trees. A single decision tree has the problem of
over-fitting, however the GBDT algorithm can overcome this by combining hundreds
of weak decision trees consisting of a few leaf nodes. GBDT owns a few advantages,
including the ability to find non-linear transformations, the ability to handle skewed
variables without requiring transformations, computational robustness and high
scalability.

In this paper, we build decision trees to classify newly published programs into 4
popularity evolution trends. 11 attributes of program are extracted from electronic
program guide, which are described in Table 1.

Those attributes and first-7-day view records are predictors and the 4 trends are the
targets of classification. With the help of GBDT and RF prediction model, for each
program, we get its probabilities Pcj of belonging to each trend k and the temporary

Table 1. Description of attributes extracted from EPG

Attribute Description

Time The time when the program is firstly published
Name The formal name or nickname of the program
Duration Time length of the program
Actors The names of main actors and actresses
Director The names of directors for the program
Language The language for dialogue and subtitle
Area The country where the program is filmed
Category The type of the program, such as news, cartoon
Rating The scores given by douban.com
Publisher The program production company name
Summary Brief introduction of the program
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popularity value N̂ck ti; trð Þ predicted by corresponding model. To maximize the
information gain, we use Eq. 4 to calculate the final predicted popularity of program
c at time tr using the information available until ti.

N̂c ti; trð Þ¼
X4
k¼1

PckN̂ck ti; trð Þ ð4Þ

4 Experiments

4.1 Datasets

The experiment data originates from Jiangsu Cloud-media TV, one of the largest
Internet TV platforms in China. The data set is summarized in Table 2. It contains
Internet TV requests over 213 days between January 1st and July 31st 2016. During
this period 423254 programs were requested. The data set includes more 1.3 million
clients making more than 2 billion requests.

By cleaning the RTSP (Real Time Streaming Protocol) packets from video server
and the analysis of the EPG information, we obtained programs popularity time series
and 11 static features for 110 thousand program. The static features include the
directors’ name, writers’ name and actors/actresses’ name, country, language, cate-
gories, duration, premiere channel, premiere time and content description. These
experiment results were computed using 10-fold cross. We split the dataset into 10
folds, where 9 are used as training set and one as test set and rotate the folds such that
each fold is used for testing once.

4.2 Performance Metrics

A comprehensive and reasonable error analysis can effectively evaluate the perfor-
mance of the prediction model. Commonly used metrics are divided into the absolute
ones, i.e., MSE, RMSE (Root of MSE) Eq. (5) and MAE (Mean Absolute Error), and
the relative ones, i.e., MRE (Mean Relative Error) and MRSE (Mean Relative Squared
Error). When using the absolute metrics, researchers have to make a clear under-
standing of the numerical range of the prediction values. Relative metrics are useful to

Table 2. The data sets in figures

Requests Programs Clients

Daily max 2300747 20447 407133
Daily min 1066706 17552 225290
Daily median 1678506 19098 318052
Total 201420717 423254 1309381
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compare the efficiency of prediction algorithm across studies, except for actual values
is zero. The quality of a numerical prediction can also be reported using the correlation
coefficient or the coefficient of determination (R2) Eq. (6). In order to compare the
performance between existing methods to ours and avoid the zero-inflated problem, we
choose RMSE and R2 as performance metrics.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Cj j

X
c2C

N̂c ti; tð Þ � Nc trð Þ� �2s
ð5Þ

R2 ¼ 1�
P

c2C Nc trð Þ � N̂c ti; tð Þ� �2
P

c2C Nc trð Þ � �Nc trð Þð Þ2
ð6Þ

4.3 Prediction Results

We use the scikit-learn [23], a Python machine learning package, to implement the
required clustering and regression algorithms in this study. A few trials are performed
to determine an appropriate value for the number of popularity trends (k) in our case
study. This is achieved by running the DTW distance based k-medoids method with
different values of k (ranging from 2 to 10). Figure 2 shows that as the value of k
increases, the DTW distance value between different trends decreases significantly,
reaching 8.3 at k = 4. However, the speed of DTW distance value decreasing is much
slower when k is within [5, 10]. That means clustering program popularity into more
trends than 4 will not improve the accuracy of the predicting model, but degrade the
performance. Therefore, we decide to cluster the popularity evolution of Internet TV
program into 4 categories.

Figure 3 shows the popularity trends discovered in our dataset. Each graph shows
the number of views as function of time. We note that the 4 categories of trends
produced by k-medoids based on DTW distance algorithm, are consist with similar
shapes identified in other research [3, 11]. Although the 4 trends cannot match pop-
ularity evolution progress of all programs, the most prevalent trends are detected which
can greatly improve the accuracy of our prediction models.

We measured the RMSE and R2 to evaluate the prediction performance, and
compared our prediction method with three other existing method: Szabo-Huberman
(S-H) [5], Multivariate Linear [7] and MRBF model [11]. Table 3 shows the MRSE
results produced by all 4 models, considering ti ¼ 7 and tr ¼ 30. Result for other values
of ti and tr are quite similar. The overall MRSE reductions achieved with our model
over the others, across all trends, are 20% for the datasets. The grains are especially
large for trend c which popularity reaches a high peak and then declines sharply.

Figure 4 shows the coefficient of determination (R2) values produced with different
indication time by all 4 models. As the history data accumulates, R2 values are close to
100%. The sooner reliable prediction results are made, the more profitable Internet TV
service is. To get 95% R2, other 3 models at least need collect popularity data of 12
days while our model needs only 9 days, which means our model can give a reliable
result much earlier.
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Fig. 2. The DTW distance between trends with different values of k

Fig. 3. Prevalent popularity trends of Internet TV programs
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5 Conclusions

In this paper, we have analyzed massive user behavior data and presented our improved
method to predict the popularity for Internet TV programs. To the extent of our
knowledge, we are first work to tackle the problem of prediction of programs popu-
larity in Internet TV platform. We applied a dynamic time warping (DTW) distance
based k-medoids algorithm to group programs with similar popularity into 4 evolution
trends, which has the ability to capture the inherent heterogeneity of program popu-
larity. Moreover, we built trend-specific prediction models using random forests
regression, which have an overall higher predictive performance than a single model
trained from the entire data set.

We performed an extensive experimental evaluation of our method, comparing it
with 3 representative methods. Our method outperforms with gain in accuracy of at
least 20%, and can give reliable prediction result much faster.

Table 3. Prediction RMSE for S-H, ML, MRBF and our models for programs with different
popularity trends.

Popularity
trend

Numbers of
programs

S-H ML MRBF Our model

Trend a 1554 0.4588 ± 0.0283 0.1402 ± 0.0274 0.1268 ± 0.0319 0.1039 ± 0.0263
Trend b 80528 0.2086 ± 0.0040 0.1788 ± 0.0041 0.1713 ± 0.0040 0.1576 ± 0.0040

Trend c 6636 0.1921 ± 0.0124 0.1707 ± 0.0283 0.1490 ± 0.0199 0.1302 ± 0.0172
Trend d 24143 0.3351 ± 0.0099 0.2929 ± 0.0120 0.2641 ± 0.0111 0.2223 ± 0.0104
Overall 112861 0.2382 ± 0.0038 0.2022 ± 0.0043 0.1892 ± 0.0032 0.1677 ± 0.0028

Fig. 4. Comparison of coefficient of determination as function of indication time
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In future, we plan to apply our method to the infrastructure of Internet TV platform,
and try to build cache replacement strategy which can proactively adapt to evolution of
programs popularity.
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Abstract. In this paper, we propose a two-way energy-harvesting scheme
(called a TWEH protocol) in which an intermediate full-power relay provides
energy for two source nodes and implements digital network coding to compress
received data from these source nodes. In the proposed TWEH protocol, two
source nodes do not have enough energy to exchange data with each other, they
have to collect energy from the intermediate relay through wireless signals
before transmitting their data. We analyze and evaluate the system perfor-
mance in terms of exact closed-form outage probabilities over Rayleigh fading
channels. For comparison purposes, a conventional two-way scheme without
using digital network coding and energy harvesting (called a TWNEH protocol)
is also obtained. Results show that the proposed TWEH protocol outperforms
the TWNEH protocol. In addition, the theoretical analyses are verified by per-
forming Monte Carlo simulation.

Keywords: Energy harvesting �Two-way scheme �Cooperative communication
Decode-and-forward � Digital network coding � Outage probability

1 Introduction

Cooperative relaying is very essential to increase diversity capacity and thus to improve
range of wireless communication. The aim of the cooperative relaying is to help
wireless source nodes to transmit their data to destinations. During the first (broadcast)
phase, the source nodes broadcast their data to relays while in the second (cooperation)
phase, the relays help the sources to forward the received data to the destinations. In
other to transfer data from the sources to the destinations through the relays, cooper-
ative solutions are considered as: Amplify-and-Forward (AF) and Decode-and-Forward
(DF) techniques [1–6].

There are many studied cases in cooperative networks about energy harvesting
[7–11]. The researchers in [7] studied about the throughput maximization based on the
assumptions of both causal and non-causal knowledge of the harvested energy in the
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energy harvesting two-hop AF relaying network. In addition, the authors assumed that
the channel state information was well recognized before the data were transmitted to
the destination by the collaboration of the single relay node and the transmitter.

In [12], the author studied about power transmission policies for the energy har-
vesting two-way relay which maximize the sum throughput. The energy harvesting
relay can perform AF, DF, compress-and-forward, or compute-and-forward relaying.

Most of the above researchers, the authors have considered the situation that the
source nodes have enough power in the initial phase of the transmission processes.
Exceptionally, in [13], the source nodes do not have enough energy which operate in
the one-way scheme. None of the researchers considers two-way relaying networks
with limited energies at the source and the destination nodes.

Inspired by the above ideas, in this paper, we propose a two-way energy-harvesting
scheme (called a TWEH protocol) in which an intermediate relay supports power to two
source nodes and apply digital network coding to compress received data from the source
nodes. There are twomain considerations as folows. Firstly, we suppose that both sources
have insufficiently energy to transmit as well as to receive the data. Hence, each source
has to collect energy from the RF signals of the relay. For example in real wireless
systems, source nodes sometimes do not have enough energy to transmit and get signals
from other sources and relays while original stations have fully energy. In other to set up
these systems, we assume that the source nodes get energy from the RF signals of the
nodes with full energy (original stations) to charge their battery so that these source nodes
have sufficiently energy. The second consideration is the analysis and comparison of the
proposed TWEH protocol with a conventional two-way DF scheme without using digital
network coding and energy harvesting (called a TWNEH protocol).

This paper is organized as follows: Sect. 2 describes a two-way system model with
the energy harvesting architecture and operation principles of the proposed TWEH
protocol; Sect. 3 analyzes and calculates the exact outage probabilities of the source
nodes, and infers the sum outage probabilities of the protocols TWEH and TWNEH;
the simulation results are presented in Sect. 4 and Sect. 5 summarizes our conclusions.

2 System Model

As illustrated in Fig. 1, in this paper, we investigate a system model of a DF two-way
energy-harvesting scheme with a relay R and two source nodes S1 and S2 in which S1
and S2 are energy harvesting source nodes. In this figure, we assume that two sources
S1 and S2 have not enough energy in the transmitting-receiving process of the pilot
messages in the set-up phase,and each source harvests energy from the RF signals of
the relay R. After the sources harvest energy from the relay, the packets of two source
nodes S1 and S2 are carried to the intermediate relay node R.

There are some assumptions as follows. Firstly, each node has a private antenna.
Secondly, variances of Zero-mean White Gaussian Noises (AWGNs) are equal,
denoted similarly as N0. Thirdly, all channels are designated to flat and block Rayleigh
fading. Finally, Channel State-Information (CSI) are recognized at the source nodes S1
and S2 [14].
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In Fig. 1, (h1i, d1) and (h2i, d2) are Rayleigh fading channel coefficients and the link
distances of R-S1, R-S2, respectively, where i 2 1;f 2; 3; 4g, where the first subscript of
the Rayleigh fading channel coefficients denotes the hop index whereas the remaining
second subscript presents the time slot index. Hence, the random variables g1i ¼ jh1ij2
and g2i ¼ jh2ij2 have exponential distributions with the parameters k1 ¼ db1 and

k2 ¼ db2 , respectively, where b is a path-loss exponent. The respectively distances d1
and d2 from the source S1 and S2 to the relay R have considered in [14].

The Cumulative Distribution Function (CDF) and probability density function
(pdf) of random variables gji are expressed as FgjiðxÞ ¼ 1� e�kix and fgjiðxÞ ¼ kie�kix,
respectively, where j 2 1;f 2g.

As above assumptions, the fading channel hji do not change during a block time T,
and are independent and identically distributed between two consecutive block times,
j 2 1;f 2g.

Based on a time division channel model and each source harvests energy from the
RF signals of the relay, the operation principle of the DF two-way energy-harvesting
scheme (called the TWEH protocol) is split into four time slots as follows. In the initial
time slot, an energy-provided packet of the relay is transmitted to all of the sources. In
the next time slot, after harvesting energy from the relay, S1 sends an
information-carrying packet x1 to the relay. Similar to S1, S2 also dispatches an
information-carrying packet x2 to the relay R in the third time slot. Finally, in the last
time slot, a coded packet is based on digital network coding by an XOR operation
(x = x1 ⊕ x2) is broadcasted to the source nodes S1 and S2.

The mathematical expressions and outage probability analyses of the TWEH and
TWNEH protocols will be discussed in the next section.

Fig. 1. System model of a DF two-way energy-harvesting scheme
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3 Outage Probability Analysis

To analyze the outage probability of the DF two-way schemes (the TWEH and
TWNEH protocols), we assume that a node successfully decodes the received packet if
its achievable data rate is larger than a target data rate Rt.

3.1 The TWEH Protocol

Because the system model in Fig. 1 is symmetric, the outage probability of the source
node S2 is calculated in the same way as that of the source node S1. Hence, we only
present the outage probability of the source node S1, and then we will infer the outage
probability of the source node S2.

At the first time slot point of the block time T, the relay R broadcasts energy signals
e to the source nodes S1 and S2 with a transmitting power P, where E{|e|2} = 1(E{x} is
notated for the expectation process of x). The energy-carried signals received at the
source nodes Sj are given, respectively, as

yð1ÞSj ¼
ffiffiffi
P

p
hj1eþ nSj ð1Þ

where nSj denote the AWGNs at receiving antennas of the source nodes Sj, respec-
tively, with the same variance N0, j 2 1; 2f g. The harvested energies at the source
nodes Sj over a time interval T are obtained from (1), as

ESj ¼ Pjhj1j2Tgj ð2Þ

where gi are energy conversion efficiencies at the source nodes Sj, 0\gj � 1. Assuming
that the source nodes Sj has the same constructions, then the energy conversion effi-
ciencies gj are constant, denoted as gj ¼ g.

In the second time slot, the signal received at the relay R from the source node S1 is
given by

yð2ÞR ¼ ffiffiffiffiffiffiffi
PS1

p
h12x1 þ nR ð3Þ

The power PS1 in (3) can be achieved from the harvested energy ES1 as in (2) for
sending the signal x1 to the cooperative relay R over a time interval T as follows

PS1 ¼
ES1

T
ð4Þ

Substituting the harvested energy ES1 from (2) into (4), we obtain the following
result:

PS1 ¼ Pjh11j2g ð5Þ
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With the same way, at the third time slot, the signal received at the relay R from the
source node S2 is given by

yð3ÞR ¼ ffiffiffiffiffiffiffi
PS2

p
h23x2 þ nR ð6Þ

Similarly as from (3), over a time interval T, the power PS2 can be obtained from the
harvested energy ES2 as in (4) for transmitting the signal x2 from the source S2 to the
cooperative relay R as follows

PS2 ¼ Pjh21j2g ð7Þ

The received Signal-to-Noise Ratio (SNR) SNRS2R at the relay R for decoding the
information signal x2 is obtained as follows

SNRS2R ¼ PS2 jh23j2
N0

¼ Pgjh21j2jh23j2
N0

¼ cgg21g23 ð8Þ

where c is defined as a transmit SNR, c ¼ P
N0
.

The achievable data rate at the relay R to decode the information signal x2 of the
source S2 is given as:

RS2R ¼ 1
4
log2 1þ SNRS2Rð Þ ð9aÞ

where a ratio ¼ denotes that the TWEH protocol operates in four time slots.
Substituting the received SNRS2R from (8) into (9a), RS2R is expressed as:

RS2R ¼ 1
4
log2 1þ cgg21g23ð Þ ð9bÞ

Decoding operation of the information signal x1 of the source node S1 was per-
formed at the relay R in the second time slot. After receiving the packets x1 and x2, the
relay R codes these packets using the digital network coding as x ¼ x1 � x2. Then, in
the fourth time slot, the relay broadcasts the coded packet x, thus the received signals at
the source nodes Sj is expressed, respectively, as

yð4ÞSj ¼
ffiffiffi
P

p
hj4xþ nSj ð10Þ

The received SNRRS1 at the source S1 for decoding the information signal x is
obtained from (10) as follows

SNRRS1 ¼
Pjh14j2
N0

¼ cg14 ð11Þ

We have SNRRS1 in hand, the achievable data rate at the source node S1 from the
transmission x of the relay R is given as:
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RRS1 ¼
1
4
log2 1þ SNRRS1ð Þ ð12aÞ

Substituting the SNRRS1 from (11) into (12a), we obtain the following result:

RRS1 ¼
1
4
log2 1þ cg14ð Þ ð12bÞ

The outage probability of the source node S1 in the TWEH protocol in which the
source node S1 does not receive signal from the source node S2, is obtained by a math
expression as follows

Pout S1
TWEH ¼ Pr½RS2R\Rt�|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Pr 1

þ Pr½RS2R �Rt;RRS1\Rt�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Pr 2

ð13Þ

Pr1 is calculated by substituting (9b) into the expression of Pr1 in (13), we obtain
the following result:

Pr 1 ¼ Pr
1
4
log2 1þ cgg21g23ð Þ\Rt

� �
¼

Z 1

0
fg21ðxÞFg23 a=xð Þdx ð14aÞ

where a = 24Rt�1
cg .

Applying the pdf of the random variable g21 and the CDF of the random variable
g23 into (14a), Pr1 is solved in a closed form expression as

Pr 1 ¼
Z 1

0
k2e

�k2x 1� e�k2 a=xð Þ
� �

dx ¼ 1� u1 � K1ð1; u1Þ ð14bÞ

where u1 ¼ 2k2
ffiffiffi
a

p
and K1 :ð Þ is the modified Bessel function [15, Eq. (8.432.6)].

Similarly as Pr1, Pr2 is manipulated by substituting (9b) and (12b) into the formula
of Pr2 in (13), Pr2 is rewritten as

Pr 2 ¼ Pr
1
4
log2 1þ cgg21g23ð Þ�Rt;

1
4
log2 1þ cg14ð Þ\Rt

� �

¼ Pr
1
4
log2 1þ cgg21g23ð Þ�Rt

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Pr 2:1

�Pr
1
4
log2 1þ cg14ð Þ\Rt

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Pr 2:2

ð15Þ

The probability Pr2.1 is calculated as

Pr 2:1 ¼ 1� Pr
1
4
log2 1þ cgg21g23ð Þ\Rt

� �
¼ 1� Pr 1 ¼ u1 � K1ð1; u1Þ ð16Þ

The probability Pr2.2 is solved as follows:
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Pr 2:2 ¼ Pr g14\
24Rt � 1

c

� �
¼ Pr g14\ag½ � ¼ Fg14 agð Þ ¼ 1� e�k1ag ð17Þ

From (16) and (17), Pr2 is obtained as follows:

Pr 2 ¼ Pr 2:1� Pr 2:2 ¼ u1 � K1ð1; u1Þ � 1� e�k1ag
� 	 ð18Þ

Finally, owing Pr1 in (14b) and Pr2 in (18) in hand, the outage probability of the
source node S1 in the TWEH protocol Pout S1

TWEH is obtained in the closed-form expression
as

Pout S1
TWEH ¼ Pr 1þ Pr 2

¼ 1� u1 � e�k1ag � K1ð1; u1Þ
ð19Þ

Similarly, the outage probability of the source node S2 in the TWEH protocol
Pout S2
TWEH is inferred by changing k2 to k1 and vice versa as

Pout S2
TWEH ¼ 1� u2 � e�k2ag � K1ð1; u2Þ ð20Þ

where u2 ¼ 2k1
ffiffiffi
a

p
From (19) and (20), the sum outage probability Pout sum

TWEH in the TWEH protocol is
obtained to evaluate the asymmetric two-way energy-harvesting scheme as

Pout sum
TWEH ¼ Pout S1

TWEH þPout S2
TWEH

¼ 2� u1 � e�k1ag � K1ð1; u1Þ � u2 � e�k2ag � K1ð1; u2Þ
ð21Þ

3.2 The TWNEH Protocol

In the TWNEH protocol, the two source nodes S1 and S2 have enough power. At first,
the packet x1 of source node S1 is transmitted to the relay R. This packet is decoded and
then is transferred to the source node S2 through the relay R in the next time slot. After
receiving the packet from the relay, the source node S2 transmits its own packet x2 to
the relay R. In the fourth time slot, the relay also decodes and forwards the packet x2 to
the source node S1.

The outage probability of the source node S1 in the TWNEH is expressed as

Pout S1
TWNEH ¼ Pr½RNEH

S2R \Rt�|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Pr 3

þ Pr½RNEH
S2R �Rt;R

NEH
RS1 \Rt�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Pr 4

ð22Þ

where RNEH
S2R and RNEH

RS1 are achievable data rates at the relay R and the source node S1,
respectively.
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In the TWNEH protocol, the sum energy equals to 4� T � PNEH , where PNEH is
the same power of the nodes S1, S2 and R, whereas the sum energy in the TWEH is
2� T � P. With fair comparison purpose about used energy, we set as
4� T � PNEH ¼ 2� T � P, then PNEH ¼ P=2.

The achievable data rates at the relay R and the source node S1 to decode the
information signal x2 of the source node S2 are given, respectively, as:

RNEH
S2R ¼ 1

4
log2 1þ SNRNEH

S2R

� �
¼ 1

4
log2 1þ cg23

2

� �
ð23Þ

RNEH
RS1 ¼ 1

4
log2 1þ SNRNEH

RS1

� �
¼ 1

4
log2 1þ cg14

2

� �
ð24Þ

By substituting RNEH
S2R from (23) into the formula of Pr3 in (22), Pr3 is solved as

follows

Pr 3 ¼ Pr
1
4
log2 1þ cg23

2

� �
\Rt

� �
¼ Pr g23\2

24Rt � 1
c

� �

¼ Pr g23\2ag½ � ¼ Fg23 2agð Þ ¼ 1� e�2k2ag

ð25Þ

Similarly as Pr3, Pr4 are obtained by substituting RNEH
S2R from (23) and RNEH

RS1 from
(24) into the formula of Pr4 in (22) as

Pr 4 ¼ 1� Pr g23\2
24Rt � 1

c


 �
; Pr g14\2

24Rt � 1
c


 �� �

¼ e�2k2ag � 1� e�2k1ag
� 	 ð26Þ

From (25) and (26), the outage probability of the source node S1 in the TWNEH
protocol Pout S1

TWNEH is also obtained in the closed-form expression as

Pout S1
TWNEH ¼ Pr 3þ Pr 4 ¼ 1� e� k1 þ k2ð Þ2ag ð27Þ

Because of identical effects of the relay R on the transmission between the source
node S1 and S2 in the TWNEH protocol, the outage probability Pout S2

TWNEH of the source
node S2 is equal to Pout S1

TWNEH and the sum outage probability Pout sum
TWNEH in the TWNEH

protocol is 2� Pout S1
TWNEH .

4 Simulation Results

In this section, the system performance of two protocols TWEH and TWNEH is
analyzed and evaluated using the exact theoretical analyses and the Monte Carlo
simulations of the (sum) outage probabilities. In the two-dimensional plane, the
coordinates of S1, S2, and R are S1 (0, 0), S2 (1, 0) and R (x, y), respectively, satisfying

162 T.-P. Huynh et al.



0 < x < 1. Therefore, d1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and d2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� xÞ2 þ y2

q
. We assume that the

path-loss exponent b is set to 3, and the SNR on the x-axis is defined as SNR = P=N0.
Figure 2 presents the outage probabilities of the source nodes S1 and S2 in the

protocols TWEH and TWNEH versus the SNR (dB) when the symmetric network
model is considered with x = 0.5, y = 0, Rt = 1 (bit/s/Hz) and g = 0.9. Due to the
symmetric network model, the outage probabilities of the source nodes S1 and S2 are
identical. As shown in Fig. 2, the outage probabilities of the source nodes S1 and S2 in
both protocols decrease when the SNRs increase because the harvested energies as in
formulas (21) and (27), the decoding capacities at the nodes S1, S2 and R are larger at
the higher SNRs. In addition, the performance of the proposed TWEH protocol out-
performs the conventional TWNEH protocol because the proposed TWEH protocol
applies the digital network coding to compensate the loss of the bandwidth for the
energy harvesting phase (the first time slot). Lastly, we can see that the simulation
results fit well to the theoretical results. Hence, we can conclude that the derived
formulas during analyzing are accurate.

Fig. 2. The outage probabilities of the source nodes S1 and S2 in the protocols TWEH and
TWNEH versus SNR (dB) when x = 0.5, Rt = 1 (bit/s/Hz), g = 0.9.
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Figure 3 presents the sum outage probabilities versus g in the asymmetric network
scheme of the protocols TWEH and TWNEH with Rt = 1(bit/s/Hz), x = 0.5, y = 0, g
is changed from 0.1 to 1, and the SNR values are set to 10 and 20 (dB). In Fig. 3, the
TWEH protocol has the smaller sum outage probability in comparison with TWNEH
protocol at SNR = 10 dB. At SNR = 20 dB, the sum outage probability values of the
TWEH protocol are greater than those of the TWNEH protocol when g\0:2 (small
energy conversion efficiency). Nevertheless, when the energy conversion efficiency
increases from 0.2 to 1, the sum outage probability of the TWEH protocol also goes
down and lower than the sum outage probability of the TWNEH protocol. We note that
the protocol TWNEH does not apply the energy harvesting so that the sum outage
probability does not depend on g and is constant versus g.

Figure 4 illustrates the sum outage probability of the protocols TWEH and
TWNEH in the asymmetric network scheme as a function of Rt when x = 0.5, y = 0,
SNR values are set to 10 (dB) and 20 (dB). It can be seen that when target data rate Rt

goes up, the system performance of the protocols TWEH and TWNEH decreases and
then moves to the worst regions (about Rt [ 2:5).

Fig. 3. The sum outage probabilities of the scheme in the TWEH and TWNEH protocols versus
g when x = 0.5, y = 0, Rt = 1 (bit/s/Hz) and SNR is considered at 10 and 20 (dB).
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5 Conclusions

In this paper, we propose the two-way energy-harvesting scheme (called the TWEH
protocol) in which the intermediate relay provides power to two source nodes and
applies the digital network coding to compress received data from the source nodes. In
the proposed TWEH protocol, during the first time slot, each source has to collect
energy from the RF signals of the relay to have sufficiently energy to transmit as well as
to receive the data in the next three time slots. The exact closed-form outage probability
expressions are used to evaluate the system performance of the proposed protocol and
are verified by the Monte Carlo simulation method. The results show that the proposed
TWEH protocol achieves higher performance when comparing with the conventional
two-way DF scheme without using digital network coding and energy harvesting
(called the TWNEH protocol), and both protocols reach the smallest sum outage
probabilities when the relay is located at the midpoint of the two sources. In addition,
the closed-form theory expressions of the (sum) outage probabilities match well with
the Monte Carlo simulation results.

Fig. 4. The sum outage probabilities of the scheme in the TWEH and TWNEH protocols versus
Rt when x = 0.5, y = 0, and SNR is considered at 10 and 20 (dB).
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Abstract. Distributed close-loop extended orthogonal space-time block
code (DCL EO-STBC) was demonstrated to achieve a significant
improvement of performance for closed-loop cooperative relay network
systems with limited feedback channel. This paper proposes a decode-
and-forward (DF) cooperative strategy with using partial feedback in
stead of DCL EO-STBC to obtain a distributed cooperative diversity
gain. Based on the partial phase feedback technique, the new scheme has
only previous inter-symbol interference (ISI) components in the received
signals and obtains an enhancing system performance in term of signal-
noise power ratio (SNR) at the destination node. Theoretical analy-
sis and Monte-Carlo simulations confirm that the using near-optimum
detection (NOD) at the destination can completely remove interference
components before detection process. In comparison to previous DCL
EO-STBC scheme, this work not only has simpler signal processing due
to not using DCL EO-STBC endcoder and decoder, but also outperforms
sytem performance without decrease transmission rate.

Keywords: Partial feedback · Near-optimum detection
Inter-symbol interference · Distributed space-time code
Asynchronous cooperative network

1 Introduction

Distributed space-time code (DSTC) is used in distributed relay networks, such
as ad-hoc or wireless sensor networks, to achieve spatial diversity gain [1–3]. How-
ever, due to the different location of cooperative relay nodes and their distinct
local oscillators, the received signals at the destination are not the same time in
the symbol level. This imperfect synchronization results in inter-symbol interfer-
ence (ISI) between the received symbols at the destination node, which damages
the orthogonally of the DSTC and degrades the total system performance. Thus,
the solutions of interference cancellation have attracted considerably attentions
from the scientists in a few years ago [4–11].

In [2], the distributed close loop quasi-orthogonal space-time code (DCL QO-
STBC) and sub-optimum detection (SOD) (called as DCL QO-STBC scheme)
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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are proposed for the DF asynchronous cooperative networks. Although this
scheme based on sub-optimum detection proves to be very effective to elimi-
nate the ISI components with reducing detection complexity at the destination
it relies mainly on the existence of a direct transmission (DT) link between
the source node and the destination node. In [1], the DCL EO-STBC and near-
optimum detection (NOD) (called as DCL EO-STBC scheme) is proposed for the
same configuration network as Ref. [2] without the DT link between the source
node and the destination node. The DCL EO-STBC scheme not only obtains a
significant improving performance by canceling the interference components in
the received signals, but also performs without the requirement of the DT link.
However, both DCL EO-STBC scheme and DCL QO-STBC scheme are only the
solution of interference cancellation at the destination node.

Fig. 1. The ISI representations in the DCL EO-STBC scheme [1] and DCL QO-STBC
scheme [2].

The ISI components of the DCL EO-STBC and DCL QO-STBC schemes can
be classified into two categories, one of them is due to the current transmitted
symbol and the other is from the previous transmitted block of symbols as shown
in Fig. 1 [3]. The SOD [2] and NOD [1] are proved that they can completely
remove the previous ISI components if the detection process has been initialized
properly. Whereas the current ISI components still exist in the received symbol
vector after using either the SOD or NOD. Moreover, the number of current
ISI components depends on the durations of between the second time slot and
the last time slot in each DCL-STBC group. Hence, it is noticeable from the
Fig. 1 that there are two and six current interference components at the received
signals in DCL EO-STBC and DCL QO-STBC schemes respectively while their
configuration networks are similar. Therefore, the using SOD or NOD does not
work well in these schemes.



Enhancing Performance of Asynchronous Cooperative Relay Network 169

In this paper, we propose a new DF asynchronous cooperative relay network
with partial feedback where there are only previous ISI components in received
signals at the destination node. Although the proposed scheme is the similar
configuration network in DCL EO-STBC scheme [1] and DCL QO-STBC scheme
[2] it differs from those in the following points. Firstly, our proposed scheme uses
the partial feedback technique [12] to ensure that there are only previous ISI
components in the received symbols, and then near-optimum detection is utilized
to remove completely them. Whereas, the solutions of interference cancellation
in both DCL-QO STBC and DCL-EO STBC schemes are solved only at the
destination node. Secondly, the previous works use the DCL-STBC encoding and
decoding to achieve the distributed cooperative diversity, but the using partial
feedback in new scheme is a better alternative in the term of received signal to
noise ratio (SNR). Thirdly, the application NOD in this paper does not depend
on the detection result of DT link while the performing sub-optimum detection
[2] bases on the existence of that.

The rest of this paper is organized as follows: The DF asynchronous coopera-
tive relay network with partial feedback is described in the Sect. 2. Near-optimum
detection and feedback bit selection are presented in the Sect. 3. Simulation
results and performance comparisons are provided in the Sect. 4. Finally, the
Sect. 5 givens the conclusions of the paper.

In the remaining part of this paper, [.]T , [.]∗ and ‖.‖2 denote transpose, com-
plex conjugate, and Frobenius operation, respectively; � and � present to take
the real and imaginary part of the complex variable, respectively; E[.] represents
an expectational operation; and A indicates the signal constellation.

2 The Proposed Asynchronous Cooperative Relay
Network with Partial Feedback

The proposed partial feedback scheme is depicted in Fig. 2 with the source node
and destination node have a single antenna, relay nodes have two antennas. The
DT link from the source node to the destination node is unavailable due to the
effect of path loss and the limited transmitted power. All relay nodes operate in
half-duplex mode and DF strategy. Let fik denotes the channel coefficient from
the source node to the i th antenna of the k th relay node and gik is the channel
coefficient from the i th antenna of the k th relay node to the destination node.
We also assume that all channel coefficients fik and gik (for i, k = 1, 2) are
kept constant during two symbol intervals and varied randomly in the next two
symbol intervals (i.e. a quasi-static fading). The noise terms of both the relay
and destination node are assumed AWGN with distribution CN (0, 1). If the total
transmission power in the whole scheme is fixed as P (dB). The optimal power
allocation is represented as follows [13]:

P1 =
P

2
, P2 =

P

4
, (1)

where, P1, P2 are the transmit power at the source and the each relay node,
respectively.
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Fig. 2. The asynchronous cooperative relay network with partial feedback.

The transmission between the source node and the destination node com-
prises two phases. In the first phase, the source node broadcasts information
symbol s(n) to the relay node during the first symbol period. As the similar
previous works [1] and [2], the DF protocol is used by the relay nodes and the
detection of relay node is supported a cyclic redundancy code (CRC) at the
source. To limit focus of paper on the imperfect synchronization issue, the relay-
ing nodes are assumed to detect the symbols correctly received signal from the
source.

In the second phase, relay nodes cooperate together to transmit symbol to
destination node by using partial feedback technique [12] before transmission,
information symbols at the second antenna of the first relay, the first and second
antenna of the second relay are multiplied by b1, b2, and b3 respectively and
which show in the Fig. 3. Thus, the transmitted symbol vector at the relay nodes
is presented as follows:

EB =
[
s(n) b1s(n) b2s(n) b3s(n)

]
, (2)

where bi (i = 1, 2, 3) gets value 1 or −1 depending on the feedback information
from the destination node.

In this paper, the transmitted symbol from the relay nodes will undergo
an asynchronous issue due to the different distances between the each delay
node and the destination node. As the propagation delay of the distinct links is
different which results in a inter-symbol interference at the destination node.

Without loss of generality, it is assumed that the received signals at the desti-
nation from both antenna of the first relay (denotes R1) are fully synchronized (i.e.
τ1 = τ11 = τ12 = 0). We also suppose that both antenna of the second relay node
(denotes R2) is not synchronized to the destination (i.e. τ2 = τ21 = τ22 �= 0) [1].
Following that, the received symbol at the destination can be expressed as:

r(n) =

√
P2

2
hs(n)+Iint(n)+z(n), (3)
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Fig. 3. The ISI presentations in the proposed asynchronous cooperative relay network.

where h = g11 + b1g21 + b2g12 + b3g22 is the equivalent channel gain, z(n) is the
noise term at the destination node, and Iint(n) is the ISI components:

Iint(n) =

√
P2

2
{b2g12(−1) + b3g22(−1)} s(n − 1). (4)

The coefficients gi2(−1), (i = 1, 2) in Eq. (4) represent the complex channel
gains from both antennas of the second relay to the destination due to the effect
of asynchronous issue. In this paper, the value of gi2(−1) can be expressed as a
ratio as [1]:

β = |gi2(−1)|2/|gi2|2; i = 1, 2 (5)

Normally, β = 0 for τ = 0 and β = 1 (i.e. 0 dB) for τ = 0.5T [1]. Note that,
the coefficients gi2(−1), l = −2,−3... are ignored because they are small. The
factor

√
P2/2 in the Eq. (3) ensures that the total transmitted power of the each

relay node is P2. Figure 3 and Eq. (4) show that there are only two previous ISI
components in the received symbols at the destination node. It is clear that the
number of ISI components of the proposed scheme is reduced as compared with
the DCL EO-STBC [1] and DCL QO-STBC scheme [2].

3 Near-Optimum Detection and Feedback Bit Selection

3.1 Feedback Bits

From Eq. (3), the signal-to-noise ratio (SNR) of received signal r(n) is

γ =
P2λ

2
(6)

where λ = h∗h = αB + βB is the total performance gain. αB and βB are given
as:

αB = |g11|2 + |g21|2 + |g12|2 + |g22|2; (7)



172 T.-N. Tran

βB = 2b1� (g11g∗
21) + 2b2� (g11g∗

12 + b1g21g∗
12) + 2b3� (g11g∗

22 + b1g21g∗
22 + b2g12g∗

22) . (8)

The total gain of the proposed scheme includes the conventional diversity
gain αB , that is always a positive value and the addition array performance gain
βB , which is depended on the value of three feedback bits. In order to enhance
the system performance, an exhaustive search algorithm can be used to select
feedback bits as following:

b1, b2, b3 = arg max
b1,b2,b3∈{−1,1}

βB (9)

As an alternative approach, the 3 bits for feedback may be selected according
to the inductive algorithm follows to ensure a positive αB value:

Step 1: b1 =
{

1 if � (g11g∗
21) ≥ 0

−1 if � (g11g∗
21) < 0

Step 2: b2 =
{

1 if � (g11g∗
12 + b1g21g

∗
12) ≥ 0

−1 if � (g11g∗
12 + b1g21g

∗
12) < 0

Step 3: b3 =
{

1 if � (g11g∗
22 + b1g21g

∗
22 + b2g12g

∗
22) ≥ 0

−1 if � (g11g∗
22 + b1g21g

∗
22 + b2g12g

∗
22) < 0

The exhaustive search will provide the larger array gain but at additional
computational complexity than the inductive search. It is clear that the addition
array performance gain of the proposed scheme βB is better than conventional
array performance gain λa as compared with previous DCL EO-STBC scheme
(see λa in Eq. (13) [1]). Therefore, the system performance of the new scheme is
enhanced in the term of the received SNR to compare with former one.

3.2 Near-Optimum Detection

It is evident from the Eq. (4) that the number of ISI components of the
new scheme is less than amount of those in the previous works [1,2]. How-
ever, the existence of interference components in the received signals can still
degrade the system performance in the asynchronous channel assumptions.
This subsection presents a detector which can completely remove ISI com-
ponents and improve the total system performance in this case. Fortunately,
there are only two previous interference components in the received signals
of the proposed scheme. Therefore, the application of NOD scheme at the
destination node can completely remove the ISI components Iint(n) in (3)
before the information detection process. In fact, s(n − 1) is already known
if the detection process has been initialized properly (e.g. through the use of
pilot symbols at the start of the packet). Hence, the interference components
Iint(n) =

√
P2/2 {b2g12(−1) + b3g22(−1)} s(n− 1) in the Eq. (3) can completely

removed as the following steps:

Step 1: Remove the ISI component Iint(n) in the Eq. (3):

r′(n) = r(n) − Iint(n) =

√
P2

2
hs(n)+z(n). (10)
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Step 2: Apply the Least Square (LS) at the destination:

s̃(n) = arg min
sm∈A

∣
∣
∣
∣
∣
r′(n) −

√
P2

2
hsm

∣
∣
∣
∣
∣

2

, (11)

where A denotes the signal constellation.
Its clear that, the received symbol r′(n) in (10) will has no ISI component

if the initialized signals have no decision feedback error. More details about the
effect of initialized signals are illustrated clearly by Monte-Carlo method in the
following section. Since the received symbol r′(n) has no interference component,
the LS detection in (11) has been improved.

4 Performance Comparisons and Time Delay
Experimental Results

4.1 Comparison Results

This subsection provides some comparisons between the BER performance of the
proposed partial feedback scheme and the DCL EO-STBC scheme [1] under the
channel conditions such as perfect synchronous or imperfect synchronous. The
QPSK modulation is used in all simulations. The BER system performances are
shown as function of total transmit power in the whole network.

0 5 10 15 20 25
10−6

10−5

10−4

10−3

10−2

10−1

100

P in dB

BE
R

DCL EO−STBC [1]
Proposed Scheme (PS)

Fig. 4. BER performance comparisons between the proposed scheme and DCL EO-
STBC scheme [1] under perfect synchronization condition.

Figures 4 and 5 represents simulation results are corresponding to syn-
chronous and asynchronous channel conditions. From these simulation results,
we can have several observations. Firstly, in the perfect synchronous channels,
the proposed partial feedback scheme can obtain a SNR gain of 2.3 dB at BER
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of 10−3 in comparison to the DCL EO-STBC scheme [1]. Secondly, the degrada-
tion of BER performance of the proposed scheme under asynchronous channels
is very small when compared with perfect synchronous channel, i.e., it is robust
against asynchronous channels. Thirdly, by decreasing the β factor (i.e., more
loss of synchronization), the proposed scheme becomes superior to the DCL EO-
STBC scheme (for example, an improvement of 2.5 dB, 5.0 dB and 8.2 dB at
BER of 10−3 correspond to β factors of -6 dB, -3 dB and 0 dB).
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DCL−EO−STBC NOD β=−6 dB [1]

Fig. 5. The comparison of BER performance proposed scheme.

As previous discussion in Sect. 3, the interference cancellation is dependent on
the initialized signal s̃(n−1). It could be detected either correctly or incorrectly.
To determine the effect of error propagation to system performance, we perform
simulation for two cases, one has error propagation (EP), i.e., s̃(n − 1) hence
gets the value of previous detection and can different from information symbol
s(n − 1), the other has no EP, i.e., s̃(n − 1) gets the value of true information
symbol s(n − 1). The simulation results in Fig. 6 demonstrate that the effect of
error propagation in the proposed scheme is very small and acceptable.

4.2 Time Delay Experimental Results

This subsection presents the performance analysis of time delay based on both
impact of imperfect synchronization and decoding complexity. As previous men-
tion, the communication between the source and destination node is performed
over two phase. The relays are assumed to detect the correctly received sig-
nals from the source. Hence, time delay is depended on the process at relay
nodes, multipath channel coefficients and decoding time [14]. Time delay between
transmission from the antennas on the relays to destination was presented by
factor value reflecting of imperfect synchronous β. The process complexity of
the relays and destination was shown in the number of operation requirement.
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Fig. 6. The impact of error propagation (EP) on the BER performance.

This paper utilizes and adopts all notation and definition as representation
in [15]. We denote the complexity of the proposed scheme by CNew and
CDCLEO−STBC for DCL EO-STBC scheme [1], respectively. The complexity
formula was split into two parts in order to represent CM , that is a real mul-
tiplication and CA, which means a real addition operation independently. The
total decoding complexity of the proposed scheme can be written as (see the
Appendix A for more details):

CNew = 36CM + 20CA + (90CM + 74CA) M. (12)

Similarly, the DCL EO-STBC scheme has the total processes as follows (see
the Appendix B for more details):

CDCLEO−STBC = 102CM + 56CA + (170CM + 134CA) M. (13)

From Eqs. (12) and (13), it could be noticeable that process time requirement
of DCL EO-STBC scheme is higher than its proposed scheme. In order to make
it more clearly, we provide the experimental results of the performance by using
Monte-Carlo method to get the average transmission time delays between the
relays and destination, which are as function of size constellation M (4, 8, 16,
32, 64, 128 and 256-QAM constellations) with β = −3 dB. In the simulation, the
delay time (second) of one symbol includes required time of feedback process,
encoding process and decoding operation. Figure 7 shows simulation results by
using the computer with CPU dual-core i5 3230M, clock rate of 2.60 GHz and
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Fig. 7. Comparison time delay between the proposed scheme and DCL EO-STBC [1].

4 Gb random-access memory. These experimental results confirm that our pro-
posed scheme is more efficient than the DCL EO-STBC in terms of time delay.

5 Conclusion

In this paper, a partial feedback scheme for asynchronous cooperative DF relay
networks is considered. The proposed partial feedback technique allows to obtain
more additional received SNR gain than the DCL EO-STBC scheme and has only
previous ISI components at the received symbols. Different from the DCL EO-
STBC scheme [1], the proposed scheme does not use DSTC encoding at relay
nodes and DSTC decoding at destination node, so it is simpler than the DCL
EO-STBC scheme in practical signal processing. The analysis and simulation
results demonstrated that the proposed scheme improves the performance of
cooperative relay network in both the perfect synchronous and asynchronous
channel conditions as compared with existing DCL-STBC works. Moreover, the
partial feedback technique is able to extended general cooperative relay network
where each relay node has larger than two antennas without an extra study. With
these advantages, we believe the proposed scheme can become a prospective
candidate for practical cooperative relay networks.
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Appendix

A The Processional Requirement of the Proposed
Scheme

Firstly, from the step 1 to step 3 at the Subsect. 3.2 in Sect. 3 we can calculate
the number of operation for choosing three feedback bits as follows:

Cnew feedback = 30CM + 20CA. (14)

Then, transmitted symbols at the relays are multiplied by these three feed-
back bits as shown in the Eq. (2) which require the processional complexity as
follows:

Cnew relay = 6CM . (15)

The decoding complexity of the proposed NOD scheme depends on both the
Eqs. (10) and (11) as following:

Cnew NOD = Cnew eq10 + Cnew eq11

= (32CM + 22CA) M + (58CM + 52CA) M

= (90CM + 74CA) M (16)

where, M is the size of constellation A (e.g. M-QAM or M-PSK). Therefore, the
total processional requirement of the proposed scheme can be written as:

CNew = Cnew feedback + Cnew relay + Cnew NOD

= 30CM + 20CA + 6CM + (90CM + 74CA) M

= 36CM + 20CA + (90CM + 74CA) M. (17)

B The Processional Requirement of the DCL EO-STBC
Scheme

From the Eqs. (15) and (16) in [1], the requirement of feedback process can be
written as:

CDCLEO−STBC feedback = 96CM + 48CA. (18)

The process of the relays is used to encode the DCL EO-STBC as shown in Eq.
(5) [1] and requires the number of operations as follow:

CDCLEO−STBC relay = 16CM + 8CA. (19)

The complexity of DCL EO-STBC detection is the number of operations
from the Eqs. (20) to (24) in [1] and can be written as following:

CDCLEO−STBC detection = (170CM + 134CA) M. (20)
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Then, the total processional requirement of the DCL EO-STBC scheme is
written as:

CDCLEO−STBC = CDCLEO−STBC feedback + CDCLEO−STBC relay

+ CDCLEO−STBC detection

= 96CM + 48CA + 16CM + 8CA + (170CM + 134CA) M

= 102CM + 56CA + (170CM + 134CA) M. (21)
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Abstract. To enhance the spectrum scarcity of cooperative hetero-
geneous networks (HetNets) with unreliable backhaul connections, we
examine the impact of cognitive spectrum sharing over multiple small-
cell transmitters in Nakagami-m fading channels. In this system, the
secondary transmitters are connected to macro-cell via wireless back-
haul links and communicate with the secondary receiver by sharing the
same spectrum with the primary user. Integrating cognitive radio (CR),
we address the combined power constraints: (1) the peak interference
power and (2) the maximal transmit power. In addition, to exclude the
signaling overhead for exchanging channel-state-information (CSI) at the
transmitters, the selection combining (SC) protocol is assumed to employ
at the receivers. The closed-form statistics of the end-to-end signal-to-
noise (SNR) ratio are derived to attain the exact formulas of outage
probability and its asymptotic performance to reveal further insights
into the effective unreliable backhaul links.

Keywords: Cognitive Radio · Cooperative system
Wireless backhaul · Outage probability · Nakagami-m fading

1 Introduction

Wireless broadband services have driven high transport capacity requirements
among cellular networks. As a result, the deployment of wireless infrastructure
will get more dense and heterogeneous in the near future [1]. To achieve such
higher data rate systems, backhaul links is becoming an emerging technology
in heterogeneous networks (HetNets). Wired backhaul has high reliability but
would lead to an ineffective increase in the costs of maintenance. For this reason,
wireless backhaul is considered as an alternative solution since it offers cost-
efficiency and flexibility. However, wireless backhaul is not completely reliable
compared to wired backhaul due to the existence of non-line-of-sight (n-LOS)
propagation and fading of transmission signals [2].
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There are several existing studies that investigated unreliable wireless back-
haul links. For example, in [3], the impact of unreliable backhaul connections on
Coordinated Multi-Point (CoMP) systems has been analyzed in the cooperative
downlink system. Taking into account the limited resources such as the number
of transmitters, interferers and backhaul reliability, the performance of a coop-
erative wireless network has been examined in [4,5]. For most of research works,
backhaul reliability is shown as one of the key parameters that have significant
impact on the system performance.

Cooperative systems in dense networks aim to extend the coverage or enhance
the system capacity [6]. Hence, the diversity gain can be improved by taking
advantage of the multiple receptions at various transmitters and transmission
paths. For relay selection over Rayleigh fading channels, the authors in [7] inves-
tigated the secrecy performance of three different diversity combining schemes,
namely maximum ratio combining (MRC), selection combining (SC), switch-
and-stay combining (SSC). For a cyclic-prefix single carrier (CP-SC) system,
the best relay selection scheme has been employed to analyze the performance
in cognitive radio (CR) sharing spectrum [8].

As the demand for additional bandwidth continues to grow exponentially [9],
many experts have sought solutions to efficiently deploy the available licensed
spectrum. In recent years, the investigation on CR technologies has attracted the
research community as a key factor to improve the spectrum scarcity in HetNets
[10,11]. Under Nakagama-m fading, the authors in [12] analyzed the performance
impacts of amplify-and-forward (AF) protocol subject to the transmit power con-
straints at the source and relay node. In [13], the authors investigated the trans-
mit antenna selection with receive generalized selection combining (TAS/GSC)
in CR networks.

Since the spectrum in primary networks has not been well utilized, it is impor-
tant to integrate the CR technologies in the dense communication networks. To
the best of the authors’ knowledge, most of previous works only considered CR by
neglecting the impact of unreliable backhaul [14,15]. Considering the cognitive
HetNets, we take into account the scarcity of the spectrum utilization together
with the wireless backhaul links reliability. Excluding the signaling overhead,
we employ the SC protocol at the transmitters [16]. Moreover, the Nakagami-m
fading is used to model the communication and interference channels since it
provides various empirical scenarios for simulation [17]. Based on the derived
statistics of the end-to-end SNR of the proposed systems, we derive the closed-
form expression of the outage probability along with the asymptotic expressions
in high-SNR regime. Thus, the analytical results are validated using Monte Carlo
simulation.

Notation: CN (μ, σ2
n) denotes the complex Gaussian distribution with mean μ

and variance σ2
n; Fλ(γ) and fλ(γ) denote the cumulative distribution (CDF) and

probability density function (PDF) of the random variable (RV) λ, respectively;
Eλ {f(γ)} denotes the expectation of f (γ) with regard to the RV λ. In addition,
(
τ1
τ2

)
=

τ1!
τ2!(τ1 − τ2)!

denotes the binomial coefficient.
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2 System and Channel Models

As illustrated in Fig. 1, we consider a cognitive network in a cooperative spectrum
sharing system consisting of a macro base station (macro-BS) which is connected
to the backbone network, K small-cells {SC1, ...,SCk, ...,SCK} as the secondary
network transmitters (SU-Tk) are connected to the macro-BS via unreliable
wireless backhaul links, one secondary receiver (SU-D) and one primary user
(PU-P). The K transmitters communicate with the secondary receiver SU-D by
sharing the same spectrum with the primary user PU-P. All nodes are assumed
to be equipped with a single antenna and operate in half-duplex mode.

In the practical systems, the transmit powers at each transmitter SU-Tk

are constrained due to the interference of the secondary network and must not
exceed the peak interference power Ip at the receiver PU-P. In addition, each
transmitter is allowed to transmit up to their maximum power PT [12,13]. Under
the combined power constraints, the transmit power at the transmitter SU-Tk

can be mathematically written as

P̃k = min
(

PT ,
Ip

|hp
k|2

)
. (1)

where hp
k, k ∈ {1, 2, ...,K} denotes the channel coefficients of the interference

links SU-Tk → PU-P. Recall that Ip denotes the peak interference power at
the receiver PU-P [18]. Let define S-SNR as the end-to-end SNR at the receiver
SU-D. Without considering the backhaul reliability, the S-SNR over the channel
from the transmitter SU-Tk to the receiver SU-D is given as

γs
k = min

(
γ̄P |hs

k|2, γ̄I
|hp

k|2 |hs
k|2

)
, (2)

where hs
k, k ∈ {1, 2, ...,K} denotes the channel coefficients of the communication

links SU-Tk → SU-D. The average SNR of the primary and secondary network
is given as γ̄I = Ip/σ2

n and γ̄P = PT /σ2
n , respectively, with σ2

n representing the
noise variance.

Due to the unreliable nature backhaul links, the signal received at the receiver
SU-D via the transmitter SU-Tk is given by

rk,s =
√

P̃k(hs
k)(Ik)x + nk,s, (3)

where P̃k recalls the combined constraints transmit power at the transmitter
SU-Tk and nk,s ∼ CN (0, σ2

n). Since the message is transmitted from the core
network to the receiver, it must go through the backhaul links and perform the
success/failure transmission due to the characteristic of wireless links. Thus, the
backhaul reliability Ik of the transmitter SU-Tk is modeled as Bernoulli process
[19] with successful probability {Λk,∀k}, i.e., the SU-Tk will successfully receive
the message from macro-BS and forward to the receiver SU-D. Otherwise, the
transmitter SU-Tk does not send anything with failure probability being (1−Λk).
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We denote x as the desired symbol transmitted by the small-cell transmitters
and assume that E{x} = 0 and E{|x|2} = 1.

Herein, we assume the SC protocol at the receiver SU-D1 by selecting the
small-cell station which has the best SNR over the received signals from K
transmitters. Upon applying the SC protocol, it can be defined as

k∗ = max arg[k∈K](γ
s
kIk), (4)

is the selected transmitter SU-Tk index. Consequently, the instantaneous S-SNR
at the receiver SU-D can be obtained as

γS = min
(

γ̄P |hs
k∗ |2, γ̄I

|hp
k∗ |2 |hs

k∗ |2
)

Ik∗ . (5)

As can be seen from (5), the end-to-end SNR is decided by the unreliable
backhaul of the considered HetNets, i.e., the Bernoulli RV Ik. In addition, we
assume all channels undergo Nakagami-m fading, i.e., a set of channel coefficients
{hs

k,∀k} of the links SU-Tk → SU-D and a set of channels {hp
k,∀k} of the links

SU-Tk → PU-P are distributed according to the gamma distribution, which
is denoted by |hs

k|2 ∼ Ga(μs
k, ηs

k) and |hp
k|2 ∼ Ga(μp

k, ηp
k), respectively. Hence,

The PDF and CDF of the RV χ ∼ Ga(μχ, ηχ), where χ ∈ {hs
k, hp

k} are given,
respectively, as

fχ(x) =
1

(μχ − 1)!(ηχ)μχ
xμχ−1e(−x/ηχ),

Fχ(x) =

(

1 − e(−x/ηχ)

μχ−1∑

i=0

1
i!

(x/ηχ)i

)

, (6)

where μχ ∈ {μs
k, μp

k} represents the positive fading severity parameter [5,22,23],
with channel powers {Ωs

k, Ωp
k}, and ηχ ∈ {ηs

k = Ωs
k/μs

k, ηp
k = Ωp

k/μp
k} indicates

the scale factor on the corresponding channel.

3 Closed-Form Statistics of S-SNR in Cognitive
Heterogeneous Systems

In this section, our challenges are how to derive the statistical properties of
the S-SNR with respect to the backhaul reliability and the combined power
constraints at SU-Tk. Without loss of generality, we assume that all channels
follow the independent and identically distributed (i.i.d.) Nakagami-m fading,
i.e., μs = μs

k, ηs = ηs
k, Λ = Λk, I = Ik,∀k ∈ K for transmission signals respect to

the receiver SU-D and μp = μp
k, ηp = ηp

k,∀k ∈ K for the interference signals at
the receiver PU-P, respectively. We first obtain the CDF of S-SNR for the signal
between the particular SU-Tk and SU-D, which is given in the following lemma.

1 In the literature in unreliable backhaul [4,5], the perfect knowledge of CSI is not
required at the transmitters, which is different from maximum ratio transmission
(MRT) protocol [20,21].
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Fig. 1. A cognitive HetNet with unreliable backhaul links.

Lemma 1. For a cognitive HetNet with unreliable backhaul links, where trans-
mitter SU-Tk utilizes the sharing spectrum with the primary user PU-P, the
CDF of the S-SNR for particular transmitter, γs

k, is given as

Fγs
kIk

(x) = 1 − Λ(Θ1(x) + Θ2(x)), (7)

where Φ =
Υ (μp, γ̄I/γ̄Pηp)

Γ (μp)
, ε =

γ̄Iηs

ηp
and

Θ1(x) = Φe−(x/γ̄Pηs)

μs−1∑

i=0

1
i!

(x/γ̄Pηs)
i
,

Θ2(x) =
μs−1∑

j=0

μp+j−1∑

g=0

(
μp + j − 1

μp − 1

)
1

g!(γ̄Pηs)g

εμpe−(γ̄I/γ̄Pηp)
xje−(x/γ̄Pηs) (x + ε)g

(x + ε)μp+j
. (8)

Proof. The proof is given in AppendixA.

In (7), Γ (.) and Υ (., .) are the Gamma function [24, Eq. (8.310.1)] and the lower
incomplete Gamma function [24, Eq. (8.350.1)], respectively. Next, the corre-
sponding CDF and PDF for the received S-SNR at the receiver SU-D will be
derived in the following theorem.

Theorem 1. For the i.i.d. Nakagami-m fading channels between K cooperative
transmitters and the secondary receiver SU-D in the cognitive spectrum sharing
with the primary user PU-P, the CDF of the RV γS

�
= max(γs

1I1, ..., γ
s
KIK) with
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respect to SC protocol and unreliable backhaul links is given by (9) in the top of
next page.

FγS
(x) = 1 +

K∑

k=1

(
K

k

)
(−1)k

∑̂

k,μs,μp,Λ,Φ

xϕ̃1e−βx

(x + ε)ϕ̃2
, (9)

where L̃an
is defined as L̃an

�
=

∑μp+n−2
bn=0 bnabn+1 , β

�
=k/γ̄Pηs, ϕ̃1

�
=

∑μs−1
ϑ=0

ϑuϑ+1+
∑μs−1

t=0 twt+1+c1+c2+...+cμs
, ϕ̃2

�
=

∑μs−1
t=0 (μp+t)wt+1 and

∑̂

k,μs,μp,Λ,Φ

is a shorthand notation of

̂
∑

k,μs,μp,Λ,Φ

�
=

k
∑

l=0

(k

l

)

k−l
∑

u1...uμs

l
∑

w1...wμs

w1
∑

a1,1...a1,μp

w2
∑

a2,1...a2,μp+1

...

wμs
∑

aμs,1...aμs,μp+μs−1

(k − l)!

u1!...uμs !

l!

w1!...wμs !

w1!

a1,1!...a1,μp !

w2!

a2,1!...a2,μp+1!
...

wμs !

aμs,1!...aμs,μp+μs−1!

μs−1
∏

t=0

(μp + t − 1

μp − 1

)wt+1 1
∏μs−1

ϑ=0 (ϑ!(γ̄Pηs)ϑ)uϑ+1

1
∏μp−1

b1=0

(

b1!(γ̄Pηs)b1
)a1,b1+1

1
∏μp

b2=0

(

b2!(γ̄Pηs)b2
)a2,b2+1

...
1

∏μp+μs−2
bμs=0

(

bμs !(γ̄Pηs)
bμs

)aμs,bμs+1

˜La1
∑

c1=0

˜La2
∑

c2=0

...

˜Laμs
∑

cμs=0

(
˜La1

c1

)(
˜La2

c2

)

...
(L̃aμs

cμs

)

Λ
k
Φ

k−l
e

−(γ̄I l/γ̄P ηp)ε

(

˜La1+ ˜La2+...+ ˜Laμs
+μpl−(c1+c2+...+cμs )

)

.

(10)

Proof. The proof is given in AppendixB.

Hence, the PDF of the received S-SNR can be derived as follows

fγS
(x) =

K∑

k=1

(
K

k

)
(−1)k

∑̂

k,μs,μp,Λ,Φ

e−βx

(x + ε)ϕ̃2+1

(
(ϕ̃1 − ϕ̃2 − εβ)xϕ̃1 + ϕ̃1εx

ϕ̃1−1 − βxϕ̃1+1
)

. (11)

4 Outage Probability Analysis

To investigate the performance of the proposed cognitive HetNets with unreli-
able backhaul connections over i.i.d. Nakagami-m fading channels, we focus on
the outage probability, where the exact formula of the outage probability are
presented based on the statistics derived in Sect. 3.

Given a certain SNR threshold γth, the outage probability of the S-SNR is
defined as the probability that the S-SNR is below the threshold γth, which can
be written as

Pout(γth)
�
= Pr (γS ≤ γth) = FγS

(γth). (12)
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In other words, the outage probability can be expressed as the CDF of the
S-SNR at the given γth. By substituting (9) into (12), the outage probability is
derived in the following theorem.

Theorem 2. The outage probability closed-form expression for the proposed cog-
nitive HetNets with respect to the unreliable backhaul links is derived as

Pout(γth) = 1 +
K∑

k=1

(
K

k

)
(−1)k

∑̂

k,μs,μp,Λ,Φ

γth
ϕ̃1e−βγth

(γth + ε)ϕ̃2
. (13)

To provide insight into how the fading parameters and backhaul reliability
impact the network performance, we next derive the asymptotic outage proba-
bility in the high-SNR regime of the considered system. In this case, we assume
the peak interference threshold γ̄I is proportional to the maximum transmit
power γ̄P . The asymptotic outage probability is given in the following theorem
as

Theorem 3. At the high-SNR regime with respect to γ̄P as γ̄P → ∞ in the
cognitive sharing system with K cooperative transmitters and unreliable backhaul
links, the asymptotic outage probability is given by

PAsy
out (γth)

γ̄P→∞
= (1 − Λ)K = Ξ. (14)

Proof. The proof is given in AppendixC.

5 Numerical Results and Discussions

In this section, we present the numerical results of the outage probability to
verify the analysis under the impact of unreliable backhaul links. The “Sim”
curves indicate the link-level Monte Carlo simulation results, while the “Ana”
and “Asy” curves represent the analytical results and asymptotic performance at
high-SNR regime, respectively. We fix the S-SNR threshold γth = 3 dB. Without
loss of generality, we assume that the secondary user SU-D and the primary
user PU-P are located at point [0, 0] and [0.5, 0.5], respectively. Those small-cell
transmitters SU-Tk are located at [0, 0.5]. Hence, the channel mean powers are

calculated by Ωs
k = Ωp

k =
(√

(xk − xu)2 + (yk − yu)2
)ζ

, where u ∈ {D,P} and
ζ = 4 as the path-loss exponent. In this setting, we obtain the mean power of
all links is equal to 16. We also assume the ratio of the interference power γ̄I
and the maximum transmit power γ̄P is constant for all numerical results. We
define the average SNR as γ̄ = γ̄P .

5.1 Outage Probability Analysis

Figures 2, 3 and 4 show the outage probability for various scenarios. In Fig. 2,
we verify the accurate of the derived analytical outage probability versus the
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average SNR with the simulation. Assuming (Λ1 = 0.98, Λ2 = 0.98, Λ3 = 0.98)
for K = 1, K = 2, K = 3, respectively. The fading severity parameters are
initialized as μχ = {μs

k = 1, μp
k = 1,∀k}. From this figure, it can be observed

that all curves converge to the asymptotic limitation as γ̄ increases. Furthermore,
the outage probability values get lower when more transmitters cooperate due
to the correlation of multiple signals at the receiver SU-D.

Fig. 2. Outage probability for various level of the degree of transmitter cooperation
with fixed unreliable backhaul links.

To investigate the outage probability behavior at the same asymptotic thresh-
old when the degree of transmitter cooperation is changed, we show it in Fig. 3.
Assuming Ξ = 6.4E−5, we set (Λ1 = 0.999936), (Λ1 = 0.992, Λ2 = 0.992), and
(Λ1 = 0.96, Λ2 = 0.96, Λ3 = 0.96) for case K = 1, K = 2, K = 3, respec-
tively. The fading severity parameters are similar as in Fig. 2. We can observe
that at the same outage probability asymptotic limitation, the higher degrees of
transmitter cooperation converge faster than the others. Moreover, at the same
degrees of transmitter cooperation (K = 1 or K = 3), the outage probability
performance gets worst if the backhaul links is more unreliable, otherwise, the
receiver SU-D performs the good performance.

Figure 4 plots the outage probability with various Nakagami-m fading sever-
ity scenarios at the fixed value (K = 2, Λ = 0.988). From these curves, it can
be seen that the outage probability is strongly affected by the fading severity
of the secondary network μs rather than the primary network fading severity
μp. Specifically, the performance at the receiver SU-D tends to be better with
the increase of μs while the outage probability values seem unchanged with the
alternation of μp.
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Fig. 3. Outage probability for various level of backhaul unreliability with fixed
asymptotic limitation.

Fig. 4. Outage probability for various Nakagami-m fading severity with Ξ = 1.44E−4.

6 Conclusions

In this paper, we have taken into account the cognitive HetNets with unreliable
backhaul links over i.i.d. Nakagami-m fading. The constrained transmit power of
transmitters have been practically considered, i.e., the peak interference power
Ip and the maximal transmit power PT . We have derived the closed-form expres-
sions of the outage probability as well as asymptotic performance to obtain study
insights. It has been shown that the asymptotic performance is only determined
by the unreliable backhaul links in the high-SNR regime. The performance of the
proposed system is highly improved proportionally to the degree of cooperation
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and the fading severity of secondary network. Our analyzed results provide suit-
able framework for network designers to clearly understand the effects of unre-
liable backhaul links and decide whether enabling the CR networks for those
cooperative transmitters in order to efficiently utilize the spectrum.

Acknowledgement. This work was supported by the Ministry of Science, ICT and
Future Planning, South Korea, through the Grand Information Technology Research
Center Program under Grant IITP-2017-2016-0-00318

A Appendix A: Proof of Lemma1

According to the definition of RV γs
k at particular SU-Tk , which was given as

γs
k = min

(
γ̄P |hs

k|2, γ̄I
|hp

k|2 |hs
k|2

)
, results the CDF as

Fγs
k
(x) = Pr

{
min

(
γ̄P |hs

k|2, γ̄I
|hp

k|2 |hs
k|2

)
≤ x

}

= Pr
{

|hs
k|2 ≤ x

γ̄P
;

γ̄I
|hp

k|2 ≥ γ̄P

}

︸ ︷︷ ︸
J1

+ Pr
{ |hs

k|2
|hp

k|2 ≤ x

γ̄I
;

γ̄I
|hp

k|2 ≤ γ̄P

}

︸ ︷︷ ︸
J2

. (A.1)

where

J1 = F|hs
k|2

(
x

γ̄P

)
F|hp

k|2
(

γ̄I
γ̄P

)
, and (A.2)

J2 =
∫ ∞

γ̄I
γ̄P

f|hp
k|2(y)F|hs

k|2
(

xy

γ̄I

)
dy. (A.3)

After some manipulations, we obtain the CDF of γs
k as follows.

Fγs
k
(x) = 1 − Φe

−
(

x

γ̄Pηs

)

μs−1∑

i=0

1
i!

(
x

γ̄Pηs

)i

−
μs−1∑

j=0

(
μp + j − 1

μp − 1

)
εμpe

−
(

γ̄I
γ̄Pηp

)

xje
−

(

x

γ̄Pηs

)

∑μp+j−1
g=0

1
g!(γ̄Pηs)g

(x + ε)g

(x + ε)μp+j
, (A.4)
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with the help of [24, Eq. (8.352.4)]. The PDF of a particular RV γs
kIk is modeled

by the mixed distribution as

fγs
kIk

(x) = (1 − Λ)δ(x) + Λ
∂Fγs

k
(x)

∂x
, (A.5)

where δ(x) indicates the Dirac delta function. Hence, the CDF of the RV γs
kIk

can be written as follows

Fγs
kIk

(x) =
∫ ∞

0

fγs
kIk

(x)dx = 1 − Λ(Θ1(x) + Θ2(x)). (A.6)

B Appendix B: Proof of Theorem 1

From the definition of S-SNR γS in (5), which is given by

γS = max
k∈K

(γs
1I1, γ

s
2I2, ..., γ

s
kIk, ..., γs

KIK) . (B.1)

Since all RVs γs
kIk are independent and identically distributed with each other,

the CDF of SNR γS can be written as

FγS
(x) = FK

γs
kIk

(x)

= 1 +
K∑

k=1

(
K

k

)
(−1)kΛk(Θ1(x) + Θ2(x))k

= 1 +
K∑

k=1

(
K

k

)
(−1)kΛk

k∑

l=0

(
k

l

)
Θ1(x)k−lΘ2(x)l. (B.2)

Applying multinomial theorem provides the following expression

Θ1(x)k−l =

⎛

⎝Φe
−

(

x

γ̄Pηs

)

μs−1∑

i=0

1
i!

(
x

γ̄Pηs

)i
⎞

⎠

k−l

=
k−l∑

u1...uμs

(k − l)!
u1!...uμs

!
Φk−le−((k−l)/γ̄Pηs)xx

∑μs−1
ϑ=0 ϑuϑ+1

∏μs−1
ϑ=0 (ϑ!(γ̄Pηs)ϑ)uϑ+1

. (B.3)

Again multinomial and binomial theorem give the following expression for Θ2(x)l

as
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Θ2(x)l =
l∑

w1...wμs

l!
w1!...wμs

!

μs−1∏

t=0

(
μp + t − 1

μp − 1

)wt+1

e−(γ̄I l/γ̄Pηp)εμple−(l/γ̄Pηs)xx
∑μs−1

t=0 twt+1

μs−1∏

t=0

(
μp+t−1∑

g=0

1
g!(γ̄Pηs)g

(x + ε)g

)wt+1

︸ ︷︷ ︸
J3

⎛

⎜
⎜
⎜
⎜
⎝

μs−1∏

t=0

(
(x + ε)μp+t

)wt+1

︸ ︷︷ ︸
J4

⎞

⎟
⎟
⎟
⎟
⎠

−1

.

(B.4)

Let denotes L̃an
=

∑μp+n−2
bn=0 bnabn+1. By expanding J3 and J4, together with

(B.2), (B.3), (B.4), yields (9).

Appendix C: Proof of Theorem 3

From (7), we can rewrite it as the Gamma form as

Fγs
kIk

(x) = 1−ΛΦ

Υ

(
μs,

x

γ̄Pηs

)

Γ (μs)

− Λ

μs−1∑

j=0

εμpxjΓ

(
μp + j,

x + ε

γ̄Pηs

)

j!Γ (μp) (x + ε)μp+j
. (C.1)

It can be easily seen that as y goes to infinity,

lim
y→∞

Υ (μχ, x/y)
Γ (μχ)

≈ 0 and

lim
y→∞

Γ (μχ, x/y)
Γ (μχ)

≈ 1. (C.2)

Substituting (C.2) into (C.1) with the given outage threshold γth, we can obtain

PAsy
out (γth)

γ̄P→∞
=

K∏

k=1

⎛

⎜
⎝1 − Λ

1
(
1 +

x

ε

)μp

⎞

⎟
⎠

γ̄P→∞
=

K∏

k=1

(1 − Λ) , (C.3)

where
∑μs−1

j=0 (.) is dominated by j = 0 as γ̄P → ∞.
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Abstract. There have been two directions to target to the problem
of Traffic Signal Control (TSC): macroscopic and microscopic. On one
hand, macroscopic help to find the optimal solution with an assumption
of homogenization (both for vehicles and environment). On the other
hand, microscopic one can take into account heterogeneity in vehicles
as well as in environment. Therefore, it is very important to couple the
two directions in the study of TSC. In this paper, we proposed to couple
statistical and agent-based models for TSC problem in one intersection.
The experiment results indicated that the proposed model is sufficient
good in comparison with some others TSC strategies.

1 Introduction

Recently, Traffic Signal Control (TSC) is an important problem that has
attracted the attention of many researchers [1,12–19]. There are many different
approaches to study TSC such as Markov state transition model [19], Mixed-
integer programming [16], Kinematic wave model [12], fundamental diagram [13],
Agent-based model [17,18]. These approaches can be divided into two groups:
macroscopic model and microscopic one. The strengths of the macroscopic mod-
els are able to find the optimal solution, but these approaches only consider the
homogeneous vehicles as well as the homogeneous environment. In contrast, the
strengths of microscopic model are taking into account many different behaviors
of vehicles and heterogeneous environment. However, the weakness of the simu-
lation model is hardly finding the optimal solution. Therefore, the combination
of statistical and agent-based models uses advantage of each model.

In this paper, we focus on optimizing multiple performance indices (i.e.,
multi-objective traffic signal control) at each intersection. In the fact that traffic
signal control can be viewed as a multi-objective optimization problem in two
levels. First, the system level optimizes the routing on the whole transporta-
tion network. Second, the local level optimizes the routing at an intersection.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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The multi-objective function can have a global objective for the entire road net-
work or there may be different objectives for the different parts of the road
network different times of the day for the same part of the road network [1].

Dynamic Traffic Signal Control modeling is the formulation of rigorous math-
ematical models and Agent-based model that represent the various dynamics of
the traffic system. This includes drivers’s behavior in acceleration, deceleration,
lane changing, phenomena such as rubbernecking, and behavior change under
different weather conditions. Dynamic Traffic Signal Control simulators are used
for experimentation and validation of the underlying traffic models and traffic
control mechanisms [1,5].

On the other hand, there are several researchers who are currently explor-
ing full Bayes modeling [9,10] for evaluating parameters. There are a number of
attractive characteristics of the full Bayes approach. In the fact that, Bayesian
statistics offers an ideal framework for analyzing uncertainties conditions to iden-
tify parameters. However, the exact Bayesian formulation usually require the
posterior distributions of modal parameters [9]. This paper, the advantage of
Bayes modelling is use to evaluate parameters of signal traffic lights.

In this paper, we investigate the research problem about optimizing traffic
signal control by using new hybrid-based model that integrating statistical model
and agent-based model. In the fact that two flows of vehicles meet together at
an intersection are considered. Traffic signal lights are assumed to use to control
these vehicle flows at the intersection. The research problem is finding the time
of green lights at intersection to minimize the waiting time of vehicles. To mod-
elling this problem, the other researchers often using mathematical models such
as LWR models, cellular automata models, social force model, statistical anal-
ysis model [6,7]. However, mathematical models can not take into account the
complex environment and heterogeneous behaviours of vehicles so Agent-based
models being used [8]. The disadvantage of agent-based models are computing
cost and very difficult to optimize this problem. Thus, we propose a hybrid-based
model integrating statistical model and Agent-based model by using advantage
of each model that see Fig. 1.

Fig. 1. Hybrid-based model compound by GIS, statistical model and agent-based
model.



Coupling Statistical and Agent-Based Models 199

This paper is divided into four sections: Introduction that represents the
important role of artificial Intelligent and research objects in dynamic traffic
signal control and related works are concerned. The second section, methodology
of optimization traffic signal control is investigated. Concretely, integrating two
approaches to enhance effective optimization dynamic traffic signal control is
represented in this section. The third section, implementation and applications
for particular cases in Hanoi, Vietnam at an intersection are established; The
last subsection is conclusion and discussion.

2 Methodology

The research problem consider two flows of vehicles meet together at an inter-
section are considered. At the intersection, traffic signal lights are assumed to
use to control these vehicle flows. Finding the time of green lights at intersection
to minimize the waiting time of vehicles is solved by integrating two methods.

2.1 Initial Assumption

Assumption. We will list assumptions used in this paper as follows:

– An intersection is a cross-point between two one-way roads with the same
length. It has only two traffic lights for controlling the flow of transportation.

– Time interval in green state of traffic lights at A and B are integers belonged
in the interval [30, 60].

– Time interval in green state of a traffic light on road A (B) is a random
variable followed exponential distribution.

– When a traffic light on a road stays in green or yellow state, the other must
stay in red state.

– Number of vehicles that arrives to the intersection between road A and B in
one second is a random variable followed Poisson distribution.

– The pattern for switching states process of traffic lights is: red → green →
yellow → red.

– Time period in a yellow state constantly equals ye seconds.
– A traffic light’s period is defined as a time interval that starts at the beginning

of a green state and stops at the end of next red state.
– There is no one that has to wait more than a traffic light’s period (condition

for no traffic jam) (Fig. 2).
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Fig. 2. Intersection is a cross-point between two one-way roads. Two traffic lights for
controlling the flow of transportation. (Color figure online)

Variables Are Used in This Paper. Some notations of parameters and
variables that will be used in Bayes estimation are described in the table as
follows:

Variable Description

A, B The roads cross at intersection

FlA, F lB Random variables that describe the number of vehicles entering
the intersection from road A, B

X, Y Random variables that describe the number of waiting vehicles
on roads A, B during a traffic light’s period

λ1, λ2 Average number of traffic capacity that are counted on the
number of vehicles entering the intersection from roads A, B
during 1 s

θ1, θ2 Random variables that describe the time interval in green state
of traffic lights

Wvehicle The number of vehicles waiting for traffic light on intersection in
the interval [0, T ]

Wtime The total of waiting time of all vehicles that have to wait at the
intersection in the interval [0, T ]

θ1, θ2 Mean value of random sample of θ1, θ2

Constant Parameter is Used in This Paper. The constant parameters
being used in this method are listed in the table as follows:
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Constant Description

ye Time interval in yellow state of traffic lights

a Minimum interval time of green light

b Maximum interval time of green light

T The maximum time is considered in our model

N The number of traffic light’s period in the interval [0, T ]

2.2 Statistical Models

Purpose of this subsection is estimate the expected number of vehicles enter-
ing the intersection and the time interval in green state of traffic lights which
optimize this problem with the number of waiting vehicles.

Estimate the Expected Number of Vehicles Entering the Intersection.
Estimate λ1, λ2 Let FlA, F lB be random variables represent the number of vehi-
cles on the road A,B in one second. Many researchers assume that the flow of
vehicles is Poisson process. Thus, the same the other researcher we assume that
FlA, F lB are Poisson random variables with rate λ1, λ2 in one second [11]. We
need to estimate two parameters λ1, λ2.

We assume that we have observation data of road A,B are (FlA1 , F lA2 ,
· · · , F lANA

), (FlB1 , F lB2 , · · · , F lBNB
) respectively. To estimate two parameters

λ1, λ2, the maximum likelihood estimation method is used. Concretely, λ̂1 is
estimated as follows:

λ̂1 = arg max
λ1

(
p(FlA, λ1)

)
= arg max

λ1

(
N∏

i=1

p(FlAi |λ1)

)

= arg max
λ1

(
N∏

i=1

λ
FlAi
1 e−λ1

FlAi !

)

= arg max
λ1

(

ln

(
N∏

i=1

λ
FlAi
1 e−λ1

))

= arg max
λ1

(

ln(λ1)

(
N∑

i=1

FlAi

)

− Nλ1

)

(1)

We consider λ1 as a variable then take derivate the Eq. 1 then take it equal 0
then we have:

∑N
i=1 FlAi
λ1

− N = 0

⇔ λ1 =
∑N

i=1 FlAi
N

(2)

By the maximum likelihood estimation method, (2) is unbias estimation of λ1.

Same as λ1, we have an unbias estimation of λ2 is
∑N

i=1 FlBi
N

((FlB1 , F lB2 , . . . , F lBN ) is a random sample of FlB).



202 D.-T. Thinh et al.

Bayes Estimation Model. Bayesian estimation is used to estimation param-
eters of stochastic processes. Bayesian estimation is investigated to find out the
unknown parameters duration green light time. In our approach, the current and
previous duration green light time become the prior for the next time step. This
estimation is considered more stable and more adaptable to the changing envi-
ronment dynamics. That is if a change occurs in the network dynamics such as
rush hours the controller using this probability estimation can handle the traf-
fic efficiently by the way that optimizes the various performance indices (e.g.,
waiting time, queue lengths, etc.) in the congested periods.

Concretely, let X be a stochastic random variable, SX be the sample space
of X. We assume that X follow the distribution that depends on parameter θ
on the sample space Θ. We collect an observer sample space (X1,X2, ...,Xn) of
the random experiment generated form the random variable X.

Let θ be random variable has prior probability density function h(θ), θ ∈ Θ.
First, we define likelihood function:

p(X|θ) =
n∏

i=1

p(X = Xi|θ)

Using Bayes’ theorem, the posterior density function p(θ|X) is defined:

p(θ|X) =
p(X|θ).h(θ)

p(X)
=

likelihood.prior

p(X)

New Statistical Model. Considering a traffic light’s period on road A. We
will calculate the number of waiting vehicles X based on θ1, θ2.

We conduct some remarks as follows:

– All vehicles that arrive the intersection during the time interval from 0 to
second (θ1) can go through the intersection.

– All vehicles that arrive the intersection during time interval from second (θ1)
to (θ1 +θ2 +ye) must wait in front of stop boarder (wA with vehicles on road
A and wB with road B).

– Vehicles that arrive the intersection after second (θ1 + θ2 + ye) can pass the
intersection in green state of the next traffic light’s period.

First, we consider a traffic light’s period on road A. Our goal is to calculate the
number of waiting vehicles X based on θ1, θ2. We will use notation ye as the
yellow state duration (ye = const) for further inferences.

From initial conditions, we infer the following remarks:

– Vehicles that arrive the intersection during the time interval from 0 to second
θ1 can go through the intersection.

– All vehicles that arrive the intersection during time interval from second θ1
to (θ1 + θ2 + ye) must wait in red state of traffic light.

– Vehicles that arrive the intersection after second θ1 + θ2 + ye can pass the
intersection in green state of the next traffic light’s period.
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We imply from remarks above that the number of waiting vehicles in a traffic
light’s period equals the number of arriving vehicles during time interval from
second (θ1) to (θ1+θ2+ye) in the same period. Since the assumptions that num-
ber of vehicles arriving the intersection from road A follows Poisson distribution
with average number per second λ1, we can imply the following formula:

p(X|θ1, θ2) = poisson(X, (θ2 + θ1 + ye − ye − θ1 + ye)λ1)
= poisson(X, (θ2 + ye)λ1)

So we imply that:

p(X|θ1, θ2) = poisson(X, (θ2 + ye)λ1)

=
((θ2 + ye)λ1)Xe(θ2+ye)λ1

X!
(3)

In the same manner we can see that:

p(Y |θ1, θ2) =
((θ1 + ye)λ2)Y e(θ1+ye)λ2

Y !
(4)

According to (3) and (4), we have

E(X|θ1, θ2) = λ1(θ2 + ye) (5)
E(Y |θ1, θ2) = λ2(θ1 + ye) (6)

We next consider time interval T that quite greater than the traffic light’s period.
Define Wvehicle as the number of waiting vehicles in this duration. From these
assumptions, we can estimate the average number of waiting vehicles during T
based on (5), (6):

Wvehicle =
N∑

i=1

(λ1(θ2(i) + ye) + λ2(θ1(i) + ye)) + G (7)

Define N as the total number of light’s periods during T , G is the number of
waiting vehicles in the last light’s period (when time interval T equals N times of
light’s period, G = 0). We can assume λ1 ≥ λ2 that without losing the generality
of our inferences:

We assign:

θ1 =

∑N
j=1 θ1(j)

N

θ2 =
∑N

k=1 θ2(k)
N

Because G can be estimated by λ1θ
′
2+λ2θ

′
1 with θ

′
1, θ

′
2 are red state durations on

road A, B (θ
′
1 and θ

′
2 can be equal to 0), respectively, we can transform formula

(7) into:

Wvehicle =
N∑

i=1

(λ1 − λ2)θ2(i) + Nλ1ye +
N∑

i=1

λ2(θ1(i) + θ2(i) + ye) + λ1θ
′
2 + λ2θ

′
1

= N((λ1 − λ2)θ2 + λ1ye) + (λ1 − λ2)θ
′
2 + λ2T (8)
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From the condition that A is quite greater than a traffic light’s period, we can
use approximate estimation without any significant changes in the result:

N((λ1 − λ2)θ2 + λ1ye) + (λ1 − λ2)θ
′
2 ≈ T ((λ1 − λ2)θ2 + λ1ye)

θ1 + θ2 + ye

Therefore, the problem of finding {θ1(i)}i≤N and {θ2(i)}i≤N to get the smallest
WT can be recognized as the following problem:

min
{θ1,θ2}

(
T ((λ1 − λ2)θ2 + λ1ye)

θ1 + θ2 + ye

)
(9)

Where there conditions must be satisfied:

(i) θ1, θ2 ∈ [a, b]
(ii) T � b
(iii) a � ye

Solving problem (9) relates to the problem of optimizing a two-variable rational
function. It can be solved easily in specific cases. After solving (9), we can select
two satisfied constant sets {θ1(i)}i≤N and {θ2(i)}i≤N with corresponding values
θ1, θ2.

2.3 Agent-Based Model

Modellers using Agent-based models can take into account different behaviours
of vehicles depended on city and complex environment such as geometric infor-
mation system (GIS).

– Each passenger has a motorcycle, a car, a truck, a bus, etc. is an agent has
different behaviours such as its own size that occupies space of road, velocity,
accelerate, target, etc.

– θ̂1, θ̂2 in this model could be consider with a range replace the average value
of statistical model.

Geometric Agents. We built geometric agents based on the real data of an
intersection from GIS database. These agents contain the data of roads, start
- waiting - end points, and traffic lanes, and thus have all geometric properties
(i.e.: position, length, etc.) and do not possess any behaviors.
Vehicle Agents. Vehicle agents represent active vehicles on an intersection.
They are the main factors of our model as always be in any traffic models. Vehicle
agents have following properties: lanes, current speed. In addition, each mean of
transportation has different limitations in speed, size, and minimal distance to
others, etc. Vehicle agents’ behaviors are described below (Fig. 3):
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Fig. 3. Interaction between vehicles with control traffic lights

– Moving: Current position changes of the agent follow a given direction.
– Waiting: Vehicles stop in front of a wait-boarder of the road when the traffic

light is red state or there is no free space to move (this condition is equivalent
to ahead vehicle has an obstacle).

Behavior performing steps are illustrated in the following diagram (in Fig. 4).

Fig. 4. Behavior of vehicles
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Light Agents. Light agents control the traffic flows on an intersection. Their
properties includes: color of current state, time intervals of red and yellow state,
maximum and minimum time intervals of green state. Light agents’ behaviors
are shown below:

– As a time counter: Counting time interval of the light agent’s current state.
– Color changing: When time counter meets a predetermined threshold, the

light agent changes its state as following: green → yellow, yellow → red, red
→ green.

The relation between light agents’ behaviors are illustrated in the diagram below
(in Fig. 5):

Fig. 5. Behavior of light agents

2.4 Algorithms of the Hybrid Method Integrating Statistical Model
and Agent-Based Model

See Fig. 6.
Algorithm 1: Estimated light time by statistical estimation.

Input: Random samples
(
FlA1 , F lA2 , . . . , F lAMA

)
,
(
FlB1 , F lB2 , . . . , F lBMB

)

(X1,X2, . . . , XN ) and (Y1, Y2, . . . , YN )
T , ye

Output: θ̂1, θ̂2 and λ1, λ2

Estimate λ1 and λ2 using (2)
Estimate θ̂1 and θ̂2 using (9)



Coupling Statistical and Agent-Based Models 207

Algorithm 2: Simulation transportation by using Agent-Based Model

Input: GIS data
Ratio of car/bus/motor
θ̂1, θ̂2, λ1, λ2, T , ye

Output: (Xnew
1 ,Xnew

2 , . . . , Xnew
N ) and (Y new

1 , Y new
2 , . . . , Y new

N )

Generate the vehicles cars, bus, motors entering the road A, B
having different behaviors
Counting the number of waiting vehicles
Change θ1, θ2 follow different scenarios
return (Xnew

1 ,Xnew
2 , . . . , Xnew

N ) and (Y new
1 , Y new

2 , . . . , Y new
N )

Fig. 6. Hybrid-based model compound by statistical model and agent-based model.
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Algorithm 3: Hybrid Based Algorithm

Input: Random samples (X1,X2, . . . , XN ) and (Y1, Y2, . . . , YN ) λ1, λ2, ρ1, ρ2

Output: {θ1(i)} and {θ2(i)} that make Wvehicle minimum

Repeat
Estimate θ̂1, θ̂2 using Algorithm 1.
Using Algorithm 2.
Replace (X1,X2, . . . , Xn) and (Y1, Y2, . . . , Yn) with

(Xnew
1 ,Xnew

2 , . . . , Xnew
n ) and (Y new

1 , Y new
2 , . . . , Y new

n )
Estimate θ̂1

new
, θ̂2

new
using Algorithm 1.

until ||θ̂1new − θ̂1|| + ||θ̂2new − θ̂2||<ε
return hatθ1

new, hatθ2
new

3 Experiments and Results

We set up and designed four scenarios which are given in the first table. The
result about the total number of waiting vehicles are shown in the second table
and are also represented in Fig. 7.

Description

Scenario 1 θ1, θ2 are constants

Scenario 2 θ1, θ2 are random variables following truncated Gaussian distribution
with mean is mean of tmin, tmax

Scenario 3 θ1, θ2 following truncated Gaussian distribution and estimated by
Bayes estimation

Scenario 4 θ1, θ2 are constants and obtained by optimal calculation

θ1 θ2 ye T λ1 λ2 Wtime Wvehicle

Scenario 1 50 40 5 4000 0.6 0.48 72579.4 2598.1

Scenario 2 45 45 5 4000 0.6 0.48 72158.9 2653.5

Scenario 3 59 58 5 4000 0.6 0.48 84772.4 2590.6

Scenario 4 60 30 5 4000 0.6 0.48 76402.4 2529.2
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Fig. 7. Results of 4 scenarios that the proposed models is better than the other models.

4 Conclusion and Discussion

This paper opens a protocol for coupling statistical and agent-based models for
optimizing TSC. There are three principal messages in the paper. The first is
that, based on statistical model from actual and empirical data. The second
message is a caution against the homogeneous of behaviour of vehicles and envi-
ronment so Agent-based model is used. Combining statistical model and ABM
to create a new hybrid method. To this end, a number of issues that are critical
to the proper conduct of ABM evaluations were raised and illustrated based on
recent experience.

Mathematical method using statistical model, agent-based model, hybrid-
based model support different and complementary views of the traffic system.
Then, we illustrate the agreement between these models. Thus, we show that our
proposal model integrating statistical model and Agent-based model by using
advantage of each model. Conclusively, the results of this paper are obtained:

– Integrating three models (GIS analysis, statistical estimation model, and
Agent-based model) are feasible.

– Integrating model is more effective than GIS analysis approach by considering
the dynamic context.

– Integrating model is less timing simulation cost than that of ABM.
– Integrating simulation allows to visualize the vehicles and lights at intersec-

tion traffic.
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Finally, in future research activity, we need to extend to the case of large-
scale environment. In this paper, we just focus on the number of waiting vehicle.
In the future, we need to focus on the waiting time and total waiting time.

References

1. Khamis, M.A., Gomaa, W.: Adaptive multi-objective reinforcement learning with
hybrid exploration for traffic signal control based on cooperative multi-agent frame-
work. Eng. Appl. Artif. Intell. 29, 134–151 (2014)

2. Favorskaya, M., Kazmiruk, E., Popov, A.: Distributed system for crossroads traf-
fic surveillance with prediction of incidents. Procedia Comput. Sci. 35, 851–860
(2014)

3. Antoniou, C., Koutsopoulos, H.N., Yannis, G.: Dynamic data-driven local traffic
state estimation and prediction. Transp. Res. Part Emerg. Technol. 34, 89–107
(2013)

4. Cipriano, F.R.A.: Agent-based model predictive control for the holding problem in
a metro system. IFAC Proc. Vol. 46(9), 1666–1671 (2013). ISSN 1474-6670

5. Nguyen, M.H., Ho, T.V., Nguyen, T.H.: On the dynamic optimization of traffic
lights. In: Asian Simulation and Modeling, pp. 35–43. Mahidol University (2013)

6. Nguyen, T.N.A., Chevaleyre, Y., Zucker, J.D.: Optimizing the placement of evacu-
ation signs on road network with time and casualties in case of a Tsunami, enabling
technologies. In: 2012 IEEE 21st International Workshop on Infrastructure for Col-
laborative Enterprises (WETICE), pp. 394–396. IEEE (2012)

7. Anh, N.T.N., Daniel, Z.J., Du, N.H., Drogoul, A., An, V.D.: A hybrid macro-
micro pedestrians evacuation model to speed up simulation in road networks. In:
Dechesne, F., Hattori, H., ter Mors, A., Such, J.M., Weyns, D., Dignum, F. (eds.)
AAMAS 2011. LNCS (LNAI), vol. 7068, pp. 371–383. Springer, Heidelberg (2012).
https://doi.org/10.1007/978-3-642-27216-5 28

8. Drogoul, A., Amouroux, E., Caillou, P., Gaudou, B., Grignard, A., Marilleau, N.,
Taillandier, P., Vavasseur, M., Vo, D.-A., Zucker, J.-D.: Gama: multi-level and com-
plex environment for agent-based models and simulations. In: Proceedings of the
2013 International Conference on Autonomous Agents and Multi-Agent Systems,
pp. 1361–1362. International Foundation for Autonomous Agents and Multiagent
Systems (2013)

9. Li, B., Der Kiureghian, A.: Operational modal identification using variational
Bayes. Mech. Syst. Signal Process. 88, 377–398 (2017). https://doi.org/10.1016/j.
ymssp.2016.11.007. ISSN 0888-3270

10. Park, J., Abdel-Aty, M., Lee, J.: Use of empirical and full Bayes beforeafter
approaches to estimate the safety effects of roadside barriers with different crash
conditions. J. Saf. Res. 58, 31–40 (2016). https://doi.org/10.1016/j.jsr.2016.06.
002. ISSN 0022-4375

11. Zhang, T., De Grande, R.E., Boukerche, A.: Design and analysis of stochastic
traffic flow models for vehicular clouds. Ad Hoc Netw. 52, 39–49 (2016). ISSN
1570-8705

12. Chow, A.H.F., Li, S., Zhong, R.: Multi-objective optimal control formulations for
bus service reliability with traffic signals. Transp. Res. Part B Methodol. 103,
248–268 (2017). Available online 15 March 2017

13. Yan, F., Tian, F., Shi, Z.: An extended signal control strategy for urban network
traffic flow. Phys. A Stat. Mech. Appl. 445, 117–127 (2016)

https://doi.org/10.1007/978-3-642-27216-5_28
https://doi.org/10.1016/j.ymssp.2016.11.007
https://doi.org/10.1016/j.ymssp.2016.11.007
https://doi.org/10.1016/j.jsr.2016.06.002
https://doi.org/10.1016/j.jsr.2016.06.002


Coupling Statistical and Agent-Based Models 211

14. He, Z., Hua, Y., Wang, L.: Steady-state traffic signal control with variable phase
combinations and sequences. IFAC-PapersOnLine 49(3), 11–18 (2016)

15. Smith, M.: Traffic signal control and route choice: a new assignment and control
model which designs signal timings. Transp. Res. Part C Emerg. Technol. 58,
451–473 (2015)

16. He, Q., Kamineni, R., Zhang, Z.: Traffic signal control with partial grade separation
for oversaturated conditions. Transp. Res. Part C Emerg. Technol. 71, 267–283
(2016)

17. Fang, F.C., Xu, W.L., Lin, K.C., Alam, F., Potgieter, J.: Matsuoka neuronal oscil-
lator for traffic signal control using agent-based simulation. Procedia Comput. Sci.
19, 389–395 (2013)

18. Stroeve, S.H., Everdij, M.H.C.: Agent-based modelling and mental simulation for
resilience engineering in air transport. Saf. Sci. 93, 29–49 (2017)

19. Xu, Y., Xi, Y., Li, D., Zhou, Z.: Traffic signal control based on Markov decision
process. IFAC-PapersOnLine 49(3), 67–72 (2016)



Optimizing Vehicle Routing with Path
and Carbon Dioxide Emission for Municipal
Solid Waste Collection in Ha Giang, Vietnam

Anh Dao-Tuan1, Anh Nguyen-Thi-Ngoc1,4(B), Khanh Nguyen-Trong2,4,
Anh Bui-Tuan1, and Van Dinh-Thi-Hai3

1 Hanoi University of Science and Technology, Hanoi, Vietnam
anh.nguyenthingoc@hust.edu.vn

2 Posts and Telecommunications Institute of Technology, Hanoi, Vietnam
3 Department of Environmental Management,

Vietnam National University of Agriculture, Hanoi, Vietnam
4 IRD, Sorbonne Universités, UPMC Univ Paris 06 Unité Mixte Internationale
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Abstract. Municipal solid waste (MSW) management issues emerged
in many countries due to the steadily increasing population over the
last decade, followed by the rising amount of solid waste generated. In
most of the urban areas, current waste collection are already overloaded
arising from the lack of facilities and insufficient resources. Mathematical
optimization models are known to propose useful solutions that get multi-
objectives and save cost for decision-makers. In this paper, Geographic
Information System (GIS) analysis, integer linear programming (ILP)
and mixed integer linear programming (MILP) for optimizing vehicle
routing and carbon dioxide emission of municipal solid waste collection
will be proposed. Firstly, GIS analysis for the real urban data is handled.
Then vehicle routing optimization models considering path and carbon
dioxide emission using ILP, MILP are developed. Finally, the results of
proposal optimized models have been implemented in a case study in
Ha Giang City, Vietnam. Concretely, the total cost the MSW collection
using the ILP proposal model is reduced by from 7% to 13.7%, and MILP
proposal model is reduced by from 15.1% to 21.5%.

Keywords: Municipal solid waste
Mixed Integer linear programming · Optimization · Simulation
GIS · Waste management

1 Introduction

Daily activities at homes, hospitals, schools, businesses, industries and so on are
primarily sources, that generated municipal solid waste (MSW). Multiple compo-
nents such as population, waste generation rates, technology, resident behavior,
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the state of the economy relate to the municipal solid waste management [16].
In many municipalities of cities in developing countries, the transportation cost
of the waste to different facilities such as transfer stations, temporary storage
sites, landfills and also the fixed costs and operational of these facilities are the
total cost of the solid waste management [10].

Thus, many problems about route optimization of waste collection were
asserted in order to achieve effective waste management system. Reduction of
operational expenses and optimization of vehicle fleet size need to be researched.
The aim of optimizing waste collection vehicle routing is to minimize on fuel con-
sumption rather than finding shortest distances. This can be explained that in
many city areas, some of the shorter distances may be inconvenient for driving
leading to more fuel consumption, pollution, and/or congestion [10].

Routing involves the use of extensive spatial data making it possible to use
new technologies such as Geographic Information System (GIS). GIS is able
to provide effective handling, display and manipulation of both geographic and
spatial information. GIS also plays a potential role for solving various types
of engineering and management problems in siting waste disposal sites. GIS
supports development of a multi objective model, especially in collection vehi-
cle routing and scheduling for solid waste management systems such as reduc-
tion of travel time, cost of site selection and provides a data bank for future
monitoring [10].

Researchers highlighted that mathematical optimization models can propose
useful solutions that obtain multi-objectives and save cost for decision-makers.
Integer linear programing (ILP) and mixed-integer linear programing (MILP)
empowered many researches in optimizing vehicle routing (see [4,10,12,16]).
Concretely, Archetti et al. [2] proposed an integer programming formulation to
solve the orienteering vehicle routing problem. They maximized the total col-
lected profit while satisfying a maximum time duration of the route where ILP
solutions are obtained by branch-and-cut algorithm [3]. Moreover, according to
Lee et al. [11] if a user only has some preliminary data which are restricted only
to integers, ILP is appropriate to use. If other specific data are available, which
includes both integers and non-integers, the user can use mixed integer pro-
gramming approach that is expected to give a more accurate solution. Decision
makers can choose different approaches based on their preferences and actual
situations.

1.1 Case Study: Ha Giang Province, Vietnam

Ha Giang is located in the northernmost region of Vietnam, with mountain-
ous and rocky topography. It shares a common international border of 270 Km
with China. Ha Giang has an area of nearly 8000 km2 and a population of
806,702 (2015). It includes one city, ten districts, five wards, 13 towns, and 177
communes.

Ha Giang city is located in the centre of Ha Giang province with the total
area is 133,5 km2 are habitat of 54,240 people. It is also the economic, cultural
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and politic center of the province. Tourism is especially developed in recent
years. The sharp development in the number of tourists, followed by economic
growth and uncontrolled urbanization, has greatly magnified Ha Giang with
many problems regarding the exponential amounts of solid waste generation.

The current waste collection and transportation is already overtaxed due to
the lack of physical facilities and insufficient human and technical resources as
can be evidenced by low collection rates and inefficiency waste transportation.
How to deal with its solid waste in Ha Giang city will only become more and
more critical.

Hagiang city is currently facing challenges of solid waste management. On
an average, about from 1500 to 2500 metric tons of waste is generated in the
City per day. The city has a single recognized landfill A. The majority of the
remaining waste is indiscriminately disposed of in drainage channels or open land
spaces, where it is later burned. Only a small proportion of the waste comprising
of plastics and metals is re-used or recycled (Fig. 1).

Fig. 1. Methodology structure to find the routes for waste collection in municipal waste
management.

This paper is divided into four sections: the introduction represents the
important role of MSW and research objects in municipal waste management
with related works being investigated; Sect. 2 describes the problem from math-
ematical view. Two models are built for finding the optimal solution for waste
collection problem: MILP and ILP models; we show some computational exper-
iments applying proposed approach for particular cases in Ha Giang, Vietnam;
the last subsection is conclusion and discussion.
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2 Optimization Formulation for Municipal Solid Waste
Collection Problem

2.1 Research Problem of Vehicle Collection Routing

Two main processes of municipal solid waste (MSW) collection are described
in Fig. 2. Firstly, the waste are collected from different sources (such as offices,
schools, hospitals, ...) and gathered to the nearest collection centre. Each collec-
tion centre temporarily stores a huge amount of waste from its nearby sources.
Twice per day, there are trucks starting from a depot, traveling through these
collection centres on an assigned schedule to collect all waste in its route and
finishing the route by returning to the depot.

We are interested in the latter part of the process when municipal solid waste
is collected by the trucks to the depot. Because, as proposed by [6], in contem-
porary MSW management systems, the total management cost is mainly used
for waste collection and transportation, namely 80–90% in low-income countries,
and 50–80% in middle-income countries.

Fig. 2. Architecture of municipal solid waste collection and transportation.
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In this paper, we assume these following statements:

– There exists feasible collecting tours of which total volume of waste is less
than or equal to the capacity of a truck. By this assumption, our problem is
also considered as a Vehicle Routing Problem (VRP). For the VRPs which
violate this rule, we can separate the problem into many classic VRPs;

– The landfill is also the depot;
– The distance between any two nodes is well-defined;
– The demand of each waste collection centre is known.

In this section, we consider two equation-based models to identify the opti-
mized plan. The first model is an integer linear programming problem, and the
second is a mixed integer programming problem. Let G = (V,A) be the directed
graph that indicates the route of a vehicle, where V is a set of collection cen-
tres, i.e. V = {v0, . . . , vn}, and A is a set of arcs representing path connecting
vertices, i.e. A = {(vi, vj) | vi, vj ∈ V, i �= j}.

Let v0 be the depot (also the landfill). V
′
= V \ {v0} is the subset of V that

includes n collection centres. Let S be a subset of V
′
containing all routes that

satisfy all constraints of our objectives. Let C be the matrix of non-negative
travel costs, where cij denotes the cost of traveling from vi to vj . Let m be the
number of vehicles available. Each vehicle has a capacity of q. All vehicles stop
at the landfill.

We define some relevant variables as follows:

– Let A(S) = {(vi, vj) ∈ V
′ | vi ∈ S, vj ∈ S} be the set of edges joining all

pairs of collection centers in S;
– Let xij be the number of times that edge (vi, vj) is traveled. X is a matrix of

xij , X = [xij ]i,j=0,n;
– Let a positive qi be the weight of solid waste in collection centre i, i = 1, . . . , n.

2.2 The Objective Function

We consider two factors for the objective function. The first factor is transporta-
tion cost, which is given by

Fc =
n∑

i,j=0

cijxij . (1)

The second one is the emission factor as proposed by [12], which is given by

Fe =
m∑

k=1

WkDk
ERk

CRk × LFk
, (2)

where Wk is the total weight of waste transported by truck k, ERk is the carbon
dioxide emission rate of fuel (kgCO2/l), CRk stands for the fuel consumption
rate (km/l), LFk is the load factor for truck k, representing the average weight
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of waste for each truck. Dk is the total transport distance of truck i (km). Let
Ak ⊆ A be the set arcs traveled by truck k. Since the cost matrix C is relatively
calculated on the distances between collection centres, Dk can be expressed as

Dk =
1
μ

∑

(vi,vj)∈Ak

cijxij , (3)

where μ is the travel cost per kilometer of a truck (dollar/km).
The final objective function for optimal path calculation is formulated to

minimize the cost for the municipal solid waste collection system with an effort
to minimize the impact of carbon dioxide emission. In general, we cannot form an
objective function by adding the two objective factors because they do not have
the same dimensions, namely dollar per hour and ton per hour, respectively.
To deal with this problem we use an approach of the weighted sum method
[20], where each factor is assigned a weight to determine its importance. The
combined objective function (4) also includes a penalty coefficient

σ =
max(Fc)
max(Fe)

(km/dollar)

that is necessary to normalize the dimension and value range of each factor. Due
to the characteristics of the constraints in our following sections, both max(Fc)
and max(Fe) can be easily calculated using any optimization method to mini-
mize an affine function over a polyhedral convex set. The objective function is
defined as

Fw = wFc + (1 − w)σFe, (4)

where w is a user-specified weight, which can be any number between 0 and 1. In
this paper, we consider the case that two factors are treated equally by setting
w equal to 0.5. Equation 4 is rewritten as follows:

F = Fc + σFe. (5)

2.3 Integer Linear Programming Model

In Eq. 2, considering the case same type of truck is used, we assume ERi = ER,
CRi = CR, LFi = LF , Wi = q, i = 1, . . . ,m.

We consider the following integer linear programming model, of which objec-
tive function is derived from (5):

min F =

⎛

⎝
∑

(vi,vj)∈A

cijxij

⎞

⎠
(

1 + σμq
ER

CR × LF

)
(6)
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subject to:
n∑

j=0,j �=i

xji =
n∑

j=0,j �=i

xij , i = 1, . . . , n; (7)

n∑

i=0,i �=j

xij ≥ 1, j = 1, . . . , n; (8)

n∑

j=0,j �=i

xij ≥ 1, i = 1, . . . , n; (9)

n∑

i=0

xi0 = m; (10)

n∑

j=0

x0j = m; (11)

∑

vi /∈S

∑

vj∈S

xij ≥
∑

vk∈S

qk
q

, ∀S ⊆ V
′
, S �= ∅; (12)

xij ∈ {0, 1},∀i, j ∈ {0, . . . , n}. (13)

The classical assessment restrictions (7)–(9) ensure that each collection centre
is visited at least one time. Constraints (10) and (11) indicate the number of
trucks in our model and make sure that all the trucks finish their routes at
the landfill. Constraints (12) are the capacity cut constraints, which impose
that the routes must be connected and that the demand on each route must not
exceed the vehicle capacity. These are known to include an exponential number of
constraints. Some suggestions are proposed such as to consider a smaller subset
of these constraints, or limit to the ones which have a polynomial cardinality
(MTZ constraints, see [4,14]). Constraints (13) represent an usual assignment
decision logic.

2.4 Mixed Integer Linear Programming Model

Apart from variables and definitions in Sect. 2.1, we add some variables as fol-
lows:

– Let yij present the total remaining load of all vehicles when crossing arc
(vi, vj) ∈ A. Y is a matrix of yij , Y = [yij ]i,j=1,n;

– Let zi be the number of times that collection centre i is visited by vehicles.

The problem is formulated with the same objective function of (6) and con-
straints replaced with (14)–(23).

∑

j|(vi,vj)∈A

xij =
∑

j|(vi,vj)∈A

xji = zi, ∀i = 1, . . . , n; (14)



Optimizing Vehicle Routing with Path and Carbon Dioxide Emission 219

∑

j|(vi,vj)∈A

yij −
∑

j|(vi,vj)∈A

yji =
{−qi if i �= 0∑

i∈V ′ qi if i = 0 ; (15)

yij � qxij ∀(vi, vj) ∈ A; (16)
∑

vi∈V ′
zi � n + m − 1; (17)

0 � xij � m,xij ∈ N, ∀(vi, vj) ∈ A(V ) \ A(V
′
); (18)

xij ∈ {0, 1} ∀(vi, vj) ∈ A(V
′
); (19)

∑

vi∈V ′

qi
q

� z0 � m, z0 ∈ N; (20)

1 � zi � m, ∀i = 1, . . . , n; (21)

yij � 0, ∀(vi, vj) ∈ A; (22)

y0i = q, ∀i �= 0. (23)

Constraints (14), (18)–(22) are obvious, followed by the way we define vari-
ables. Constraints (15) ensure the load balance. Constraints (16) prevent the
vehicles from overloading. Constraints (17) limit the number of times a collec-
tion center is visited [2]. The final constraints (23) ensure the vehicles to leave
the depot with empty load.

2.5 Algorithm for Finding Routes

We use an algorithm to obtain a feasible solution of the MSW problem, if exists,
from a solution after solving the given ILP or MILP. We have this done by
matching each pair of an incoming arc and an outgoing arc so that they satisfy
the flow constraints.

Considering the solution obtained from the ILP/MILP, it can be seen that y
variables only exist in MILP model. However, whether or not, the idea is quite
the same. We now provide a pseudo code of procedure FindRoutes, followed
by a detailed explanation. The statements in square brackets are only applied
for solutions obtained from MILP model and excluded when being used for ILP
model.

At the beginning of the algorithm, we sort arcs in Out(i) in order of non-
increasing value of y variables, while In(i) in order of non-decreasing value of y
variables instead. We sequentially consider each arc in Out(i) and assign it to
the first unassigned arc in In(i). When the assigned incoming arc is arc (0, i),
if x0i > 1, the current load of (0, i) is set equal to the load of outgoing arc, y0i
is decreased by the same amount, and x0i is decreased by one. Otherwise, we
assign the current load of arc (0, i) to be equal to y0i.
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Algorithm 1. Route finding algorithm
1: procedure FindRoutes
2: for i = 1, . . . , n do
3: [Determine Out(i) the set of non-increasing positive yij , j = 1, . . . , n]
4: [Determine In(i) the set of non-decreasing positive yti, t = 1, . . . , n]
5: for each arc (i, j) ∈ Out(i) do
6: Match arc (i, j) to the first arc (t, i) in In(i) [such that yti � yij ]
7: if there is no such arc then
8: the Procedure terminates, no route feasible
9: end if

10: Set Lij = (t, i)
11: if t �= 0 then
12: [Set yLij = yti]
13: Remove (t, i) from In(i)
14: else
15: if x0i > 1 then
16: Set [yLij = yij , y0i = y0i − yij ,]x0i = x0i − 1
17: Insert arc (0, i) in the sorted set In(i)
18: [according to the new value of y0i]
19: else
20: [Set yLij = y0i]
21: Remove (0; i) from In(i)
22: end if
23: end if
24: end for
25: end for
26: end procedure

3 Implementation and Application for Case Study
in Ha Giang, Vietnam

Hagiang has 33 collection centres as shown in Fig. 3 (the yellow circles denote the
collection centres, while the bigger blue circle indicates the location of depot).
The waste generation rate is 181.4 tones or 365.4 m3. Hagiang has two types of
trucks (35 m3 and 50 m3) that are responsible for the collection and transporta-
tion at two regions. Each vehicle collects twice a day (in the morning and in the
afternoon).

We present some computational experiments on eight scenarios described in
Table 1. In the first four scenarios, we apply two proposed models with the bigger
type of trucks. While the rest is for the smaller one. The optimized plans found
are described in Table 2.

The comparison of the results obtained for the real plan and the optimized
plans of each model are presented in Table 3 and Fig. 4. In Fig. 4, the blue
columns indicate the results on current plan, while the white columns and the
red columns indicate the results after being optimized when using ILP Model
and MILP Model, respectively.
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Fig. 3. GIS map of solid waste collection centres and depot in Ha Giang, Vietnam. The
smaller map inside describes the locations of overall investigated region; the bigger map
is a zoomed view of a smaller part; the yellow circles denote the collection centres, while
the bigger blue circle indicates the location of depot. (Color figure online)

Table 1. Scenarios

Number of trucks Type of trucks Collection time Methodology

Scenario 1 4 50m3 Morning ILP

Scenario 2 4 50m3 Morning MILP

Scenario 3 4 50m3 Afternoon ILP

Scenario 4 4 50m3 Afternoon MILP

Scenario 5 5 35m3 Morning ILP

Scenario 6 5 35m3 Morning MILP

Scenario 7 5 35m3 Afternoon ILP

Scenario 8 5 35m3 Afternoon MILP

Substantial differences can be observed in the values obtained both from
the optimization of routes for distance and CO2 based on MILP model, when
compared to the ones estimated for the actual plan, and also ILP. In this case, the
optimized solution finding by MILP is better than the solution finding by ILP.
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Table 2. Computational results

Scenario Schedule Travel

distance

(metre)

CO2

emission

(gam)

Objective

value

Real plan

(morning)

Route 1: 1 → 32 → 27 → 28 → 24 → 1 76674 9967.62 153348

Route 2: 1 → 22 → 21 → 33 → 18 → 19

→ 20 → 17 → 16 → 25 → 28 → 34 →
24 → 1

Route 3: 1 → 29 → 30 → 23 → 6 → 2

→ 1

Route 4: 1 → 4 → 5 → 3 → 7 → 8 →
9 → 10 → 14 → 1

Route 5: 1 → 24 → 31 → 13 → 12 →
11 → 6 → 2 → 24 → 1

Real plan

(afternoon)

Route 1: 1 → 27 → 28 → 34 → 24 → 1 59928 7790.64 119856

Route 2: 1 → 25 → 15 → 16 → 17 →
18 → 19 → 20 → 21 → 22 → 26 → 1

Route 3: 1 → 29 → 23 → 6 → 5 → 4 →
2 → 1

Route 4: 1 → 3 → 7 → 8 → 9 → 10 →
14 → 13 → 12 → 11 → 1

Route 5: 1 → 24 → 1

Scenario 1 Route 1: 1 → 19 → 20 → 18 → 17 →
16 → 22 → 33 → 21 → 5 → 2 → 4 →
9 → 8 → 10 → 1

62820 8166.60 125640

Route 2: 1 → 24 → 1

Route 3: 1 → 32 → 27 → 25 → 28 →
23 → 30 → 29 → 1

Route 4: 1 → 34 → 12 → 13 → 31 →
11 → 14 → 7 → 3 → 6 → 1

Scenario 2 Route 1: 1 → 24 → 12 → 13 → 31 → 14

→ 9 → 8 → 10 → 7 → 3 → 24 → 23 → 1

57941 7532.33 115882

Route 2: 1 → 27 → 25 → 11 → 34 →
28 → 32 → 23 → 30 → 1

Route 3: 1 → 28 → 25 → 16 → 21 →
17 → 19 → 18 → 20 → 21 → 33 → 22 →
5 → 4 → 2 → 3 → 6 → 1

Route 4: 1 → 29 → 1

Scenario 3 Route 1: 1 → 5 → 4 → 6 → 11 → 16

→ 19 → 18 → 20 → 21 → 22 → 17 →
15 → 1

55067 7158.71 110134

Route 2: 1 → 25 → 26 → 28 → 27 → 1

Route 3: 1 → 29 → 23 → 24 → 1

Route 4: 1 → 34 → 14 → 13 → 12 →
8 → 9 → 10 → 7 → 3 → 2 → 1

(continued)
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Table 2. (continued)

Scenario Schedule Travel

distance

(metre)

CO2

emission

(gam)

Objective

value

Scenario 4 Route 1: 1 → 24 → 6 → 7 → 8 → 9 → 10 →
14 → 12 → 13 → 11 → 23 → 1

49254 6403.02 198508

Route 2: 1 → 27 → 28 → 15 → 16 → 20 →
19 → 17 → 18 → 21 → 22 → 5 → 4 → 2 →
3 → 6 → 1

Route 3: 1 → 28 → 25 → 26 → 34 → 29 → 1

Route 4: 1 → 29 → 24 → 1

Scenario 5 Route 1: 1 → 8 → 7 → 10 → 9 → 13 →
31 → 12 → 14 → 1

67765 8809.45 135530

Route 2: 1 → 11 → 6 → 4 → 5 → 2 → 3

→ 24 → 1

Route 3: 1 → 24 → 1

Route 4: 1 → 28 → 25 → 27 → 32 → 1

Route 5: 1 → 30 → 16 → 19 → 20 → 18 →
21 → 33 → 22 → 17 → 34 → 29 → 23 → 1

Scenario 6 Route 1: 1 → 6 → 4 → 5 → 22 → 33 → 21

→ 20 → 19 → 18 → 17 → 16 → 25 → 28 →
27 → 1

59978 7797.14 119956

Route 2: 1 → 23 → 30 → 11 → 13 → 31 →
12 → 24 → 1

Route 3: 1 → 24 → 29 → 1

Route 4: 1 → 29 → 14 → 9 → 8 → 10 →
7 → 3 → 2 → 6 → 1

Route 5: 1 → 34 → 28 → 32 → 1

Scenario 7 Route 1: 1 → 15 → 28 → 27 → 29 → 1 58633 7622.29 117266

Route 2: 1 → 21 → 22 → 20 → 19 → 18 →
17 → 16 → 25 → 26 → 1

Route 3: 1 → 23 → 7 → 9 → 8 → 10 →
14 → 12 → 13 → 11 → 34 → 1

Route 4: 1 → 24 → 1

Route 5: 1 → 24 → 6 → 3 → 2 → 4 → 5 → 1

Scenario 8 Route 1: 1 → 9 → 8 → 10 → 7 → 3 → 2 →
4 → 6 → 34 → 1

55979 7277.27 111958

Route 2: 1 → 24 → 14 → 12 → 13 → 11

→ 23 → 1

Route 3: 1 → 27 → 28 → 15 → 16 → 19 →
18 → 17 → 20 → 21 → 22 → 5 → 4 → 1

Route 4: 1 → 28 → 25 → 26 → 1

Route 5: 1 → 29 → 24 → 1
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Table 3. Result comparison table. The table below compares the computational results
among current plan, ILP and MILP optimized plan.

Methodology Type of truck Travel cost Emission cost Total cost Percentage
saved

Current plan 35 m3 & 50 m3 49859.73 6.4817549 99719.46 0%

ILP 35 m3 46135.27 5.9975851 92270.54 7.5%

50 m3 43028.755 5.59373815 86057.51 13.7%

MILP 35 m3 42324.305 5.50215965 84648.61 15.1%

50 m3 39126.175 5.08640275 78252.35 21.5%

4 Conclusion and Discussion

This paper proposes two models to optimize the collection and transportation
of municipal solid waste, in term of costs and carbon dioxide emissions. These
models compose of two steps: (i) firstly, the real and GIS data of municipal solid
waste collection and transportation are collected and analyzed; (ii) secondly, the
GIS data are integrated with vehicle routing problem in order to find optimized
solutions. In the first model, we use an integer linear programming (ILP) app-
roach, while it is the mixed integer linear programming (MILP) approach for
the second one. The result of each model is then applied with an algorithm to
determine the collection plan.

We presented some experiments in a case study of Hagiang, Vietnam. The
results show that the optimized solution finding by MILP is better than the
solution finding by ILP. Concretely, the total cost the MSW collection using the
ILP proposed model is reduced by from 7% to 13.7%, and MILP proposed model
is reduced by from 15.1% to 21.5%.

The achieved results of this paper are as follows:

– Proposing new models for optimizing municipal solid waste collection;
– Integrating two models (GIS analysis, ILP or MILP) are feasible;
– Giving the algorithm for finding route;
– Analysing and comparing path cost, carbon dioxide emission and total cost

of eight scenarios to find the best strategy for the decision maker.

Last but not least, in the future works, we will consider multiple types of
vehicles in the model and other pollutants (such as NO, PM and so on). More-
over, the objective function of this paper is linear, it is difficult to cover models
with complicated factors such as the velocity of vehicles. Therefore, the objective
function will be in non-linear form that is a challenge for researchers.

Acknowledgment. This work is funded by the AI Programme with the Vietnam
National University of Agriculture (VNUA) (2014–2019).
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Abstract. Modern cloud computing systems are prone to disasters. And
the true cost due to service outages is reportedly huge. Some of pre-
vious works presented the use of hierarchical models: fault tree (FT),
reliability block diagram (RBD) along with state-space models: con-
tinuous time Markov chain (CTMC) or stochastic petri nets (SPN) to
assess the reliability/availability of cloud systems, but with much sim-
plification. In this paper, we attempt to propose a combinatorial mono-
lithic model using reliability graph (RG) for a real-world cloud system
called general purpose integrated cloud system (GENESIS). The system
is designed in active-active high availability configuration with two geo-
graphically distributed cloud sites for the sake of disaster tolerance (DT).
We then present the model-based comprehensive analysis of system reli-
ability/availability and their sensitivity. The results pinpoint different
findings in which the architecture of active-active and geographically
dispersed sites with appropriate interconnections of the cloud apparently
enhance the system reliability/availability and assure disaster tolerance
for the cloud.

Keywords: Disaster tolerance · High availability · GENESIS
Reliability graph

1 Introduction

Disaster tolerance for cloud computing system is of paramount importance for
business continuity in many of internet enterprises nowadays. The physical com-
puting system may suffer different failures leading a long period of outage
because of component malfunction, man-made faults or even in more severe
manner, system cascading failures and natural-cause disasters [1]. According to
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a research report [2], a data center suffers in average a rising of downtime cost
to $740,357 from $500,000 (increased 38%). In addition, within the clusters of
1800 servers used as the building block of Google’s IT infrastructure, about
1000 failures of individual machines happen in the first year of each cluster;
also thousands of hard drives fails and it takes almost $300 to repair each of
these failures [3]. In a statistics in 2013 of 13 major cloud providers [4], the
cloud service of these enterprises suffered 7.5 h outage per year in the period
2007–2012 with a huge amount of downtime cost at about 70 millions USDs
estimated under hourly costs accepted in industry. Individually, Amazon as one
of the largest cloud providers suffered 49 min downtime for its electronic com-
merce online shopping website (at https://www.amazon.com/) on Jan. 31, 2013
and the cost amounted more than $4 million in lost sales [5]. Recently, Facebook,
a completely online-service company, has annouced its revenue of first-quarter
2017 at about $8,032 millions [6], which roughly implies that for every hour
of online-service outage, the Facebook is incurred almost $3 millions in sales.
Thus, understanding the true cost of cloud outages is crucial for online-service
enterprises. In this concern, designing cloud system for continuous and disaster
tolerance (DT) is one of critical business strategies to reform their information
infrastructure. Comprehending the reliability/availability of a cloud system is
thus, essential for internet enterprises to either not overestimate/underestimate
the cost of service downtimes and to determine correctly the amount of invest-
ment to be made in cloud services in order to create effective Service Level
Agreement (SLA) with cloud providers. The ICT enterprises are demanding to
perform comprehensive studies on modeling and evaluation of different scales
and architectures of cloud systems.

Since 2012, a general purpose integrated cloud system (GENESIS) has
been developed in a cooperative project between Konkuk University, Seoul,
South Korea and Busan University, Busan, South Korea. The aim of GENE-
SIS cloud is to build up a distributed/parallel platform for streaming big data
processing for logistics and transportation applications. For the sake of constant
big-data processing, the cloud system architecture needs DT to eliminate various
types of severe failures (including man-made, system-originated or natural ones)
and thus to enhance the system’s reliability/availability. The cloud is architected
based on active-active high availability (HA) configuration [7] associated with
disaster tolerant design, in which the cloud architecture comprises of two geo-
graphically dispersed and identical sites. The cloud is furthermore, designed to
be capable of provisioning and scheduling the cloud resources in response to the
amount of users’ requests coming over time. In this paper, we take GENESIS as
a typical active-active cloud system for DT in modeling and analysis to evaluate
the system’s reliability/availability.

Many of previous work demonstrated the evaluation of system reliabil-
ity/availability using stochastic models. A variety of previous works [8–12] typ-
ically present comprehensive studies on availability modeling and analysis of
virtualized server systems (as basic computing blocks) in cloud/data centers
with detailed incorporation of failure modes and different recovery strategies.

https://www.amazon.com/
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Trivedi et al. [13] shows various availability assessment using stochastic mod-
els of real-world systems such as from Cisco, Sun Microsystem. Most of the
above-mentioned works demonstrate the use of state-space models like contin-
uous time Markov chain (CTMC) or stochastic reward net (SRN) to capture
detailed system behaviors and operational processes. Some other works attempt
to compose hierarchical models using combinatorial models and state-space mod-
els to resolve the state-space explosion problem in modeling of complex systems.
Smith et al. [14] presented a thorough study using hierarchical modeling of fault
tree (FT) and CTMC for reliability evaluation of blade server systems in data
centers. Maciel et al. in [15–19] proposed various hierarchical models using reli-
ability block diagram (RBD) and CTMC or stochastic petri net (SPN) for the
evaluation of different measures of interest including reliability, availability, sur-
vivability and performability of simplified cloud computing systems. Nguyen
et al. [20] used reliability graph (RG) and SRN to model and evaluate the avail-
ability of a typical software defined network (SDN). Preliminary solutions and
architecture designs to achieve HA and DT were presented and discussed in a
number of works [1,7,21–25]. But very few previous works attempted to model
cloud system for DT. Nguyen et al. [1] proposed a monolithic SRN for a com-
prehensive availability assessment of data center for DT. Silva et al. [26,27] also
used SRN to evaluate the dependability and performability of IaaS designed for
disaster tolerant cloud systems. Andrade et al. [28] recently presented a detailed
modeling of a disaster-recovery-as-a-service solution using the combination of
RBD and SRN models. We find a demanding and stimulating fact to conduct
a comprehensive study to model a real-world cloud system for DT using RG.
The RG is much capable of capturing the overall architecture and networking
inside a complex cloud system. Therefore, in this work we attemp to propose
a monolithic RG model for the thorough reliability/availability assessment of a
real-world disaster tolerant cloud system.

The main contributions of this paper are summarized as follows:

– Propose a stochastic model for the reliability/availability evaluation of a typ-
ical cloud system in practice using RG

– Assess thoroughly the active-active cloud for DT with regards to important
measures of interest including reliability, Steady State Availability (SSA) and
sensitivity of SSA

– Elaborate several findings to help guide the design and development of dis-
aster tolerant cloud systems in practice

The rest of this paper is organized as follows. Section 1 presents a prelimi-
nary introduction of cloud-based system for DT. Section 2 introduces a typical
architecture of the GENESIS cloud system in consideration. Section 3 presents
the modeling of the system. Section 4 presents the numerical results and system
assessment. We discuss limitations and feasible directions for the extension of
this work in Sect. 5. Section 6 concludes this paper.
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2 A Disaster Tolerant Active-Active Cloud System

Figure 1 presents the overall architecture design of the disaster tolerant active-
active GENESIS cloud system. The physical system consists of two identical
computing sites which are both connected to distant customers. In order to per-
form DT for the system, the two sides are geographically distributed in distant
areas which are far enough to avoid any type of disasters on both sides simulta-
neously. In addition to fault/disaster tolerance of the both sites, the system is
designed in active-active HA configuration in which both sites operate and serve
customers independently in order to proactively respond to the varying load
of the changing number of users connected to the cloud, and also to probably
enhance the system’s availability/reliability for cloud users.

The architecture design and operations of both sites are identical. The cloud
system in a site consists of four composite divisions including (i) cloud secu-
rity, (ii) cloud management system, (iii) cloud computing system, and (iv) cloud
storage system. When customers access to GENESIS cloud, the requests are
delivered to a cloud gateway. A traffic monitor (server) is attached to the gate-
way to examine and control the user traffics coming into the cloud. The user
requests could be directed to the remaining cloud site through the backbone
network if the current cloud site undergoes a downtime period or the cloud site
does not respond properly to the user requests. After passing the security exam-
ination through the firewall, the user requests come to the cloud frontend server.
At this time, the user requests have passed the cloud security part and thus the
customers can interact with the cloud. The customers now can define their own
configuration of the computing system in demand through the cloud management
system. Based on the cloud configurations and the number of requests coming to
the cloud frontend server, a virtual cloud (VC) manager communicates with the
servers of VC provisioning system and VC scheduling system in order to provi-
sion/schedule Virtual Machine (VM)s running on a provisioned physical server
system. All the requests then are delivered to a cloud management system. This
server manages the cloud computing system which comprises of GENESIS cloud
system (a cluster of physical computing nodes) and GENESIS cloud database
system (a cluster of database nodes). This farm of cloud servers connect to the
cloud management server via a central switch with very HA. A load balancer is
attached to the cloud farm in order to balance the processing load among the
servers. Every computing nodes and database nodes are also interconnected to
each other via the central switch in order to process computing jobs with high
performance. The system is designed so that an application either for comput-
ing or To assure and enhance HA for the GENESIS cloud system, an automated
cloud computing node creator is provided to create new computing node (physi-
cal server) and install all pre-defined software and environment as initial. There
is also an automated cloud storage creator with the same purposes attached to
the GENESIS cloud database system. With these automatic creators, we expect
to enhance the cloud system’s availability and readiness. At the border of the
cloud system architecture, the cloud storage system is designed for HA consist-
ing of a storage area network (SAN) and a storage system. For the sake of DT
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for physical cloud system, two specific networking connections between the two
sites are established, one connects the two cloud computing systems via the two
central switches and the other connects the two storage systems via the two
SANs. The two connections use different technologies, (i) overlay transport vir-
tualization (OTV) [29] for business resiliency to deploy multiple geographically
disparate cloud systems; and (ii) switched virtual circuit (SVC) for temporary
data transmission between the two storage systems to get the data most updated
and synchronized. We will use the above-described cloud system architecture for
the modeling and analysis using RG model. For the ease of stochastic mod-
eling in this paper, we assume to limit the number of computing servers and
database servers in the cloud computing system at a small number. The detailed
description of the system components is summarized in Table 1. In the following
sections, we present the overall model of the whole cloud system.
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Fig. 1. A disaster tolerant active-active cloud system
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3 Reliability Graph Models

Figure 2 illustrates the RG model of the overall two-sites disaster tolerant active-
active GENESIS cloud system. The RG model basically consists of two types
of elements which are nodes and edges connecting the two different nodes. A
node can have a certain number of input/output edges but only two special
nodes are different which are sink node (S) with no input edges and destination
node (D) with no output edges. An edge in the RG model represents for a
certain component of the system. A failure/recovery of a certain component in
the system corresponds to the breakage/continuity of the respective edge in the
RG model. The information of the system component such as mean time to
failure (MTTF) and mean time to repair (MTTR) thus, can be attached to the
edges in order to compute the measures of interest like reliability/availability.
The whole cloud system is considered reliable/available if the user requests can
be dilivered from the customers to the cloud computing division which in turn
frequently accesses the storage systems. In term of modeling, the there exists at
least one uninterrepted path connecting the sink node and the destination node
throughout the edges and normal nodes.

The RG model is constructed strictly based on the overall system architec-
ture. Thus, as shown in Fig. 2, the model also comprises of two branches from
sink node to destination node. The connections between the sink node (S) and
the nodes (1) and (2) as well as the connection between the destination nodes
(D) and the nodes (19) and (48) represent for the connections of users to the two
sites which are supposed to be always available. The notation on each edge in
RG (summarized in Table 1) depicts the corresponding component of the system
residing either in site 1 or site 2. In the cloud system, we assume that there
are ncS number of cloud servers hosting nApp number of cloud applications in
overall. Also correspondingly, there are nDB number of database applications
running on respective ncDB cloud database servers. We assume that a certain
app can run with multiple instances on different servers. Thus there is no depen-
dences between the edges in the RG models. It is noted to consider the notations
in the RG model. The edges with their notations as follows, cSij , Appik, DBig

and cDBil (where, i = 1, 2; j = 1, ncS ; k = 1, nApp; g = 1, nDB and l = 1, ncDB)
respectively represent for the cloud server j, cloud application k, database appli-
cation g and cloud database server l in the corresponding cloud site i. As shown
in the RG model, the model is symmetrical because the two cloud sites are iden-
tical. Thus the upper part of the RG model represents for the modeling of the
cloud site 1 and the lower part of the RG model is for the cloud site 2.

4 Numerical Results

In this section, we present the evaluation results of the cloud system. The RG
model in Fig. 2 is implemented and analyzed using Symbolic Hierarchical Auto-
mated Reliability and Performance Evaluator (SHARPE) [30,31] developed by
DUKE University, USA. The default values of input parameters for the model
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Fig. 2. Reliability Graph Model of the cloud system

are given in Table 2. To realize the pros and cons of the proposed cloud archi-
tecture for DT, in this paper, we attempt to evaluate the two cloud systems as
follows:

– Case I : the cloud system has only one cloud site with no other redundant
sites. This system is modeled by either the upper/lower part of the RG model
in Fig. 2.

– Case II : the cloud system comprises of two redundant cloud sites as proposed
in Fig. 1. This system is modeled exactly by the overall RG model in Fig. 2.

Our measures of interest are:

– Reliability of the two cases over time, as shown in Fig. 3
– SSA of the two cases under default values of input parameters, as shown in

Table 3
– Sensitivity of SSA with respect to major impacting parameters including λcS

and λcDB, as shown in Fig. 4a; and λBN , λOTV and λSV C , as shown in Fig. 4b.

Relaibility Analysis: Fig. 3 depicts the reliability analysis results of the cloud
system in two cases (i) 1 site and (ii) 2 sites. The gap between the two graphs
clearly shows that the system with two redundant sites is much higher reliable
over time in comparision with the cloud with only one site. Particularly, the
reliability of the system with one site exposes a much faster decaying rate in
accordance with the high slope of the respective reliability graph (which is not
desired in reliability engineering).

Steady State Analaysis: Under the default parameters, we perform SSA analysis
for the cloud systems in the two cases as shown in Table 3. Apparently, the cloud
with two sites gains much higher availability (four nines after decimal point)
than the one with only one site does (only two nines after decimal point). As we
compute downtime minutes for the cloud systems, the two-sites cloud undergoes
only about 38 min in a year whereas the another one suffers from 5129 min of
outage per year.

Sensitivity analysis of SSA: Fig. 4a shows the variation of the cloud’s SSA with
respect to major impacting factors in consideration. Figure 4a illustrates the
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Table 1. Description of system components and abbreviation in RG system model

Abbreviation Name Description

G1, G2 Gateway (switch) A configured switch specifically receives

requests from outer customers

TM1, TM2 Traffic monitor A server is in charge of monitoring and

controlling the amount of traffics flowing into

the cloud

BN Backbone network A specific network connection between the two

sites of the cloud system in order to abstract the

physical cloud system with respect to the users

F1, F2 Firewall A firewall mechanism to examine the coming

user requests for security

CL1, CL2 Cloud frontend A server runs a GUI for user interactions in

demanding desired cloud configuration

VCM1, VCM2 Virtual cluster management system A server runs a cloud management software to

configure and request for cluster formation of

physical servers

VCS1, VCS2 Virtual cluster scheduling system A server runs a software to schedule the

realistic cluster of servers based on statistic

prediction to match with the users’ varying load

VCP1, VCP2 Virtual cluster provisioning system A server runs a prediction software to provision

physical server farm to fit with the varying

coming requests of customers at a time based on

statistic user data

CMS1, CMS2 Cloud management system A server runs a management software to control

and monitor the whole cloud computing system

and cloud database system

SW1, SW2 Switch Cloud central switches connect the two

divisions: cloud management system with cloud

computing system and also to interconnect the

cloud server farm and the cloud database servers

LB1, LB2 Load balancer A server to balance the processing loads among

the computing nodes

OTV Overlay transport virtualization A network connection with OTV technology for

DT between the two cloud physical

infrastructure

cS Cloud physical server A server in the cloud farm in charge of

processing the user requests

App Cloud application A requested application running on a cloud

server

DB Database application A corresponding database application running

along with a certain cloud application

cDB Cloud database server A server in the cloud database farm in charge of

hosting database applications

SAN1, SAN2 Storage area network A high-speed network for block-level access to

storage system

SVC Switched virtual circuit A network connection between the two networks

of SANs for data synchronization of storage

systems between the two sites

Storage1, storage2 Storage system A redundant storage system with HA

configurations

dependence of the SSA on the MTTFs of cloud servers and cloud database
servers (λcS and λcDB). As shown in the figure, the two-sites cloud gains clearly
higher SSA over time than the one-site cloud does. The distant differences of the
graphs are particularly huge in the early range of small values and reduce quickly
as the values of the parameters increase. This implies that even for the farm of
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normal physical servers with low values of MTTF (which may suffer downtime
periods more frequently), the architecture of two-sites cloud apparently boosts
the system availability compared to the one of one-site cloud. Figure 4b depicts
the SSA variation on the MTTFs of the network connection BN, OTV and
SVC (λBN , λOTV and λSV C). We observed that, as long as any of the network
connection for DT stay available (MTTFs increase), the overall availability of
the two-sites cloud is accordingly enhanced. Furthermore, the OTV connection
which inter-connects the two central switches of the cloud computing server farm
and cloud database server farm is more sensitive than the remaining connections
in which a small change of its MTTF (especially in the early period) can cause
an apparent variation of the SSA. In comparison, a failure of the BN connection
does not pull down the SSA as much as a failure of SVC or OTV connection does.
Thus, we realize that the failure of OTV connection causes the most severe con-
sequence to the system’s availability. When we compare the two figures Fig. 4a
and b, we find that even though the effects of the MTTFs on the system’s SSA
are similar, but the values of the SSA are much different. In particular, a small
change of MTTFs of cloud server and cloud database servers (λcS and λcDB)
leads to a big difference of the SSA. Whereas an increase or decrease of the
MTTFs of the network connection BN, OTV or SVC causes a small change in
value of the SSA, in comparison with the previously-mentioned case.
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Table 2. Default input parameters

Notation Description Value

1/λApp Mean time to failure of an application on a server 5 days

1/λBN Mean time to failure of backbone network 3months

1/λCL Mean time to failure of a cloud frontend server 1.5months

1/λCMS Mean time to failure of a server of cloud management system 3weeks

1/λDB Mean time to failure of a database software 3 days

1/λF Mean time to failure of a firewall component 3months

1/λG Mean time to failure of a gateway component 8months

1/λLB Mean time to failure of a load-balancer 2weeks

1/λOTV Mean time to failure of overlay transport virtualization (OTV)

connection

5months

1/λSAN Mean time to failure of a SAN 9months

1/λSW Mean time to failure of a switch 1 year

1/λStorage Mean time to failure of a storage system 6months

1/λSV C Mean time to failure of switched virtual circuit (SVC)

connection

4months

1/λTM Mean time to failure of a traffic monitor server 2weeks

1/λV CM Mean time to failure of a virtual cluster manager server 2months

1/λV CP Mean time to failure of a virtual cluster provisioning server 3weeks

1/λV CS Mean time to failure of a virtual cluster scheduling server 3weeks

1/λcDB Mean time to failure of a cloud database server 2months

1/λcS Mean time to failure of a cloud server 2months

1/λDB Mean time to recovery of an application on a server 10min

1/μBN Mean time to recovery of backbone network 5 h

1/μCL Mean time to recovery of a cloud frontend server 2 h

1/μCMS Mean time to recovery of a server of cloud management system 3h

1/μDB Mean time to recovery of a database software 30min

1/μF Mean time to recovery of a firewall system 2h

1/μG Mean time to recovery of a gateway component 2 h

1/μLB Mean time to recovery of a load-balancer 8 h

1/μOTV Mean time to recovery of overlay transport virtualization

(OTV) connection

7 h

1/μSAN Mean time to recovery of a SAN 5h

1/μSW Mean time to recovery of a switch 8 h

1/μStorage Mean time to recovery of a storage system 3h

1/μSV C Mean time to recovery of switched virtual circuit (SVC)

connection

3 h

1/μTM Mean time to recovery of a traffic monitor server 1 h

1/μV CM Mean time to recovery of a virtual cluster manager server 8 h

1/μV CP Mean time to recovery of a virtual cluster provisioning server 6 h

1/μV CS Mean time to recovery of a virtual cluster scheduling server 6 h

1/μcDB Mean time to recovery of a cloud database server 8 h

1/μcS Mean time to recovery of a cloud server 8 h

ncS , nApp, nDB , ncDB Respectively, numbers of cloud servers, cloud applications,

cloud database applications and cloud database servers in each

site of the system

3
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Table 3. Steady state analysis

Case Description SSA Downtime (minutes/year)

I Cloud system with 1 site 0.990240932 5129

II Cloud system with 2 sites 0.999927727 38
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Fig. 4. Sensitivity analysis of SSA wrt. some major impacting parameters

5 Limitations and Extentions

We find an open future research avenue for the reliability/availability of disaster
tolerant cloud based systems. The extensions of this work can go in several
directions.
Scalability: This work takes into consideration only a small scale system for
cloud-based DT. The number of physical nodes in server farm is limited for the
sake of modeling and analysis. Nevertheless as the rapid advancement of the real-
world data centers and cloud computing systems, it is required to consider the
system with a large number of servers or even a multiple number of redundant
sites in the cloud system.

Hierarchical modeling: The RG model in this work captures the general architec-
ture and configuration of the cloud system. Nevertheless, we also need to capture
the operational states of every components and processes. This direction usu-
ally encounters with the largeness problem in modeling in which the hierarchical
modeling is an efficient approach for the future extension of this work.

Security: Security for cloud currently is of paramount importance. Although the
cloud architecture in this work takes into account security elements in design, but
the modeling and analysis for security along with availability/reliability needs
an appropriate extension.
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6 Conclusion

This paper presented a reliability/availability modeling and analysis of an active-
active cloud system for DT. The typical cloud physical system consists of two
sites which are geographically dispered and interconnected for the sake of DT.
The modeling using RG is the main approach to capture the overall system archi-
tecture. We carried out a comprehensive evaluation of system reliability, SSA and
the sensitivity of SSA with respect to MTTFs of physical servers and intercon-
necting network connections between the two cloud sites. The results showed
that the proposed architecture of active-active two-sites cloud can assure DT
and enhance overall reliability/availability. Furthermore, the analysis also fig-
ured out the importances of network connection between the two sites. This
work is also planned to extend in different manners including scalability of the
system, hierarchical modeling for the whole physical system and security mod-
eling and analysis for the cloud in future work.
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4. Gagnaire, M., Diaz, F., Coti, C., Cérin, C., Shiozaki, K., Xu, Y., Delort, P., Smets,
J.-P., Lous, J.L., Lubiarz, S., Leclerc, P.: Downtime statistics of current cloud
solutions. Technical report, The International Working Group on Cloud Computing
Resiliency (2013)

5. Linthicum, D.: Calculating the true cost of cloud outages (2013). http://www.
infoworld.com/article/2613537/cloud-computing/calculating-the-true-cost-of-
cloud-outages.html

6. Facebook: Facebook Reports First Quarter 2017 Results (2017). https://
investor.fb.com/investor-news/press-release-details/2017/Facebook-Reports-
First-Quarter-2017-Results/default.aspx

7. Loveland, S., Dow, E.M., LeFevre, F., Beyer, D., Chan, P.F.: Leveraging
virtualization to optimize high-availability system configurations. IBM Syst.
J. 47(4), 591–604 (2008). http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?
arnumber=5386515

http://www.sciencedirect.com/science/article/pii/S0167739X15002824
http://www.sciencedirect.com/science/article/pii/S0167739X15002824
http://www.infoworld.com/article/2613537/cloud-computing/calculating-the-true-cost-of-cloud-outages.html
http://www.infoworld.com/article/2613537/cloud-computing/calculating-the-true-cost-of-cloud-outages.html
http://www.infoworld.com/article/2613537/cloud-computing/calculating-the-true-cost-of-cloud-outages.html
https://investor.fb.com/investor-news/press-release-details/2017/Facebook-Reports-First-Quarter-2017-Results/default.aspx
https://investor.fb.com/investor-news/press-release-details/2017/Facebook-Reports-First-Quarter-2017-Results/default.aspx
https://investor.fb.com/investor-news/press-release-details/2017/Facebook-Reports-First-Quarter-2017-Results/default.aspx
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386515
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386515


240 T. A. Nguyen et al.

8. Kim, D.S., Machida, F., Trivedi, K.S.: Availability modeling and analysis of a
virtualized system. In: 2009 15th IEEE Pacific Rim International Symposium
on Dependable Computing, vol. 1, pp. 365–371. IEEE, November 2009. http://
ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5368189

9. Nguyen, T.A., Kim, D.S., Park, J.S.: Availability modeling and analysis of a vir-
tualized servers system (2014). https://doi.org/10.1155/2014/165316

10. Nguyen, T.A., Min, D., Park, J.S.: A comprehensive sensitivity analysis of a data
center network with server virtualization for business continuity. Math. Probl.
Eng. 2015, 1–20 (2015). http://www.hindawi.com/journals/mpe/aa/521289/
http://www.hindawi.com/journals/mpe/2015/521289/

11. Kim, D.S., Hong, J.B., Nguyen, T.A., Machida, F., Trivedi, K.S.: Availability mod-
eling and analysis of a virtualized system using stochastic reward nets. In: Pro-
ceedings of 16th IEEE International Conference on Computer and Information
Technology (IEEE CIT 2016). IEEE, Fiji (2016)

12. Machida, F., Kim, D.S., Trivedi, K.S.: Modeling and analysis of software rejuvena-
tion in a server virtualized system with live VM migration. Perform. Eval. 70(3),
212–230 (2013)

13. Trivedi, K.S., Kim, D.S., Ghosh, R.: System availability assessment using stochastic
models. Appl. Stoch. Models Bus. Ind. 29(2), 94–109 (2013). http://doi.wiley.com/
10.1002/asmb.951

14. Smith, W.E., Trivedi, K.S., Tomek, L.A., Ackaret, J.: Availability analysis of
blade server systems. IBM Syst. J. 47(4), 621–640 (2008). http://ieeexplore.ieee.
org/lpdocs/epic03/wrapper.htm?arnumber=5386524

15. Costa, I., Araujo, J., Dantas, J., Campos, E., Silva, F.A., Maciel, P.: Availability
evaluation and sensitivity analysis of a mobile backend-as-a-service platform. Qual.
Reliab. Eng. Int. (2015). http://doi.wiley.com/10.1002/qre.1927

16. Matos, R., Dantas, J., Araujo, J., Trivedi, K.S., Maciel, P.: Redundant eucalyptus
private clouds: availability modeling and sensitivity analysis. J. Grid Comput. 1–22
(2016). http://link.springer.com/10.1007/s10723-016-9381-z

17. Melo, M., Maciel, P., Araujo, J., Matos, R., Araujo, C.: Availability study on
cloud computing environments: live migration as a rejuvenation mechanism. In:
2013 43rd Annual IEEE/IFIP International Conference on Dependable Systems
and Networks (DSN), pp. 1–6. IEEE, June 2013. http://ieeexplore.ieee.org/lpdocs/
epic03/wrapper.htm?arnumber=6575322

18. Sousa, E., Silva, E., Lins, F., Tavares, E., Maciel, P.: Dependability evaluation of
cloud infrastructures. In: 2014 IEEE International Conference on Systems, Man,
and Cybernetics (SMC), pp. 1282–1287. IEEE (2014). http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=6974091

19. Silva, B., Maciel, P.R.M., Zimmermann, A., Brilhante, J.: Survivability evalua-
tion of disaster tolerant cloud computing systems. In: Proceedings of Probabilis-
tic Safety Assessment and Management (PSAM12), p. 453, Hawaii, USA (2014).
http://psam12.org/proceedings/paper/paper 453 1.pdf

20. Nguyen, T.A., Eom, T., An, S., Park, J.S., Hong, J.B., Kim, D.S.: Availability mod-
eling and analysis for software defined networks. In: 2015 IEEE 21st Pacific Rim
International Symposium on Dependable Computing (PRDC), April, pp. 159–168.
IEEE, November 2015. http://ieeexplore.ieee.org/document/7371859/ieeexplore.
ieee.org/lpdocs/epic03/wrapper.htm?arnumber=7371859

21. Radhakrishnan, R., Mark, K., Powell, B.: IT service management for high avail-
ability. IBM Syst. J. 47(4), 549–561 (2008). http://ieeexplore.ieee.org/lpdocs/
epic03/wrapper.htm?arnumber=5386521

http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5368189
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5368189
https://doi.org/10.1155/2014/165316
http://www.hindawi.com/journals/mpe/aa/521289/http://www.hindawi.com/journals/mpe/2015/521289/
http://www.hindawi.com/journals/mpe/aa/521289/http://www.hindawi.com/journals/mpe/2015/521289/
http://doi.wiley.com/10.1002/asmb.951
http://doi.wiley.com/10.1002/asmb.951
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386524
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386524
http://doi.wiley.com/10.1002/qre.1927
http://link.springer.com/10.1007/s10723-016-9381-z
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6575322
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6575322
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6974091
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6974091
http://psam12.org/proceedings/paper/paper_453_1.pdf
http://ieeexplore.ieee.org/document/7371859/ ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=7371859
http://ieeexplore.ieee.org/document/7371859/ ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=7371859
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386521
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386521


Disaster Tolerant Cloud System 241

22. Morrill, H., Beard, M., Clitherow, D.: Achieving continuous availability of IBM
systems infrastructures. IBM Syst. J. 47(4), 493–503 (2008). http://ieeexplore.
ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386519

23. Lumpp, T., Schneider, J., Holtz, J., Mueller, M., Lenz, N., Biazetti, A., Petersen, D.:
From high availability and disaster recovery to business continuity solutions. IBM
Syst. J. 47(4), 605–619 (2008)

24. Clitherow, D., Brookbanks, M., Clayton, N., Spear, G.: Combining high avail-
ability and disaster recovery solutions for critical IT environments. IBM Syst. J.
47(4), 563–575 (2008). http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?
arnumber=5386509

25. Adeshiyan, T., Attanasio, C.R., Farr, E.M., Harper, R.E., Pelleg, D., Schulz, C.,
Spainhower, L.F., Ta-Shma, P., Tomek, L.A.: Using virtualization for high
availability and disaster recovery. IBM J. Res. Dev. 53(4), 8:1–8:11 (2009).
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5429062

26. Silva, B., Maciel, P., Zimmermann, A.: Performability models for designing dis-
aster tolerant Infrastructure-as-a-Service cloud computing systems. In: 8th Inter-
national Conference for Internet Technology and Secured Transactions (ICITST-
2013), pp. 647–652. Infonomics Society, December 2013. http://ieeexplore.ieee.org/
articleDetails.jsp?arnumber=6750283

27. Silva, B., Maciel, P., Tavares, E., Zimmermann, A.: Dependability models for
designing disaster tolerant cloud computing systems. In: 2013 43rd Annual
IEEE/IFIP International Conference on Dependable Systems and Networks
(DSN), pp. 1–6. IEEE, June 2013. http://ieeexplore.ieee.org/xpl/articleDetails.jsp?
arnumber=6575323

28. Andrade, E., Nogueira, B., Matos, R., Callou, G., Maciel, P.: Availability modeling
and analysis of a disaster-recovery-as-a-service solution. Computing 99, 1–26 (2017).
http://link.springer.com/10.1007/s00607-017-0539-8

29. Santana, G.A.A.: Data Center Virtualization Fundamentals: Understanding Tech-
niques and Designs for Highly Efficient Data Centers with Cisco Nexus, UCS, MDS,
and Beyond. Cisco Press, Indianapolis (2013)

30. Trivedi, K.S.: SHARPE 2002: symbolic hierarchical automated reliability and
performance evaluator. In: Proceedings of the 2002 International Conference on
Dependable Systems and Networks, p. 544. IEEE Computer Society (2002). http://
ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1028975

31. Trivedi, K.S., Sahner, R.: SHARPE at the age of twenty two. ACM SIGMET-
RICS Perform. Eval. Rev. 36(4), 52 (2009). http://dl.acm.org/citation.cfm?id=
1530873.1530884

http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386519
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386519
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386509
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5386509
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5429062
http://ieeexplore.ieee.org/articleDetails.jsp?arnumber=6750283
http://ieeexplore.ieee.org/articleDetails.jsp?arnumber=6750283
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=6575323
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=6575323
http://link.springer.com/10.1007/s00607-017-0539-8
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1028975
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1028975
http://dl.acm.org/citation.cfm?id=1530873.1530884
http://dl.acm.org/citation.cfm?id=1530873.1530884


Integrated Sentiment and Emotion
into Estimating the Similarity Among

Entries on Social Network

Thi Hoi Nguyen1, Dinh Que Tran2, Gia Manh Dam1,
and Manh Hung Nguyen2,3(B)

1 Vietnam Commercial University, Hanoi, Vietnam
hoint2002@gmail.com, damgiamanh@gmail.com

2 Posts and Telecommunications Institute of Technology (PTIT), Hanoi, Vietnam
tdque@yahoo.com, nmh.nguyenmanhhung@gmail.com

3 UMI UMMISCO 209 (IRD/UPMC), Hanoi, Vietnam

Abstract. Similar measures play an important role in information pro-
cessing and have been widely investigated in computer science. With
the exploration of social media such as Youtube, Wikipedia, Facebook
etc., a huge number of entries have been posted on these portals. They
are often described by means of short text or sets of words. Discover-
ing similar entries based on such texts has become challenges in con-
structing information searching or filtering engines and attracted several
research interests. In this paper, we firstly introduce a model of entries
posted on media or entertainment portals, which is based on their fea-
tures composed of title, category, tags, and content. Then, we present a
novel similar measure among entries that incorporates their features. The
experimental results show the superiority of our incorporation similarity
measure compared with the other ones.

Keywords: Similar measure · Social network · Text · Entry
Social media

1 Introduction

Recently, the exploration of social networks attracts not only the user to partici-
ple, but also many of researchers to mining and benefit the huge amount of data
posted in these social networks. The entries posted are often included short text
or sets of words to describe viewpoints, comments and so on. Discovering similar
entries based on such texts has become challenges in constructing information
searching or filtering engines and attracted several research interests.

The problem of how to detect the similarity between two objects, in general,
has been investigated for decades (Lin [1], Sayal and Kumar [2], Reddy and
Krishnaiah [3], Nguyen and Nguyen [4]). However, these models are too gen-
eral to be applied into estimating the similarity among entries posted in social
networks.
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Y. Chen and T. Q. Duong (Eds.): INISCOM 2017, LNICST 221, pp. 242–253, 2018.

https://doi.org/10.1007/978-3-319-74176-5_21



Similarity Among Entries on Social Network 243

A closer approach to the problem is to use models to detect the similarity
among texts, including the models based on semantic such as Buscaldi et al. [5],
or Han et al. [6], Lee et al. [7], Marsi et al. [8], Oliva et al. [9], Agirre et al. [10],
Nguyen and Tran [11,12], Novelli and Oliveira [13]; or based on statistic method
such as Bollegala et al. [14], Buscaldi et al. [15], Croce et al. [16], Finkel et al.
[17], Lintean and Rus [18], Proisl et al. [19], Saric et al. [20], Severyn et al. [21],
Sultan et al. [22], Xu and Lu [23]. However, most of these models consider only
the text body to estimate their similarity. They lack of investigating additional
information such as the tags, category, title, keywords, sentiment, and emotion
which may contribute greatly to estimate the similarity of entities.

On the line with our previous work (Nguyen et al. [24]) which considered
three features of entries (content, category, tags), this paper integrates two more
features to distinguish entries: sentiment and emotion implicitly presented in the
entries. Experiments will be performed to validate and evaluate the performance
of our model compared with other ones.

In order to see the role of sentiment and emotion in distinguishing entries,
let’s consider three following entries (which are extracted from Twitter - www.
twitter.com):

– A: Gone for a run beautiful morning man do I love iOS 5 @apple #iPhone
– B: I hate my apple computer. Thats 3500 dollars down the drain.
– C: Thank you @apple for Find My Mac - just located and wiped my stolen
Air.

If there ware only three features of content, category, and tags considered,
it could be difficult to conclude whether the entry B or the entry C is more
similar to the entry A than the other because all three entries say about the
same category (technology), the same tags (apple, iPhone, Mac, iOS ). However,
if we take into account the features of sentiment and emotion, it is more easily
than before to conclude that the entry C is more similar to the entry A than the
entry B is: the entry A and C have the same sentiment (positive), meanwhile
the entry B has a negative value of sentiment. And, at the level of emotion, the
entry A may have love, joy, that more or less close to the gratitude emotion from
the entry C, and that is contrary the disgust emotion from the entry B.

Someone could argues why do we need to consider both sentiment and emo-
tion of entries while the sentiment could be inferred from emotion such as: pos-
itive emotion brings positive sentiment, and vice versa. However, in reality, the
answer is yes, we do. The sentiment is the opinion of the user about the topic
in the entry. Meanwhile the emotion is the emotional status of the user in the
entry. Consequently, in many cases, sentiment is independent from the emotion
in an entry. Let’s consider these following entries (which are also extracted from
Twitter):

– D: @Mayati I think @Apple did not do such a thorough job with the step x
steps for upgrade and move to iCloud.

– E: just like a coin has 2 sides, everyone has 2 faces...?

www.twitter.com
www.twitter.com
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– F: @azee1v1 @apple @umber AppStore is well done so is iTunes on the mobile
devices. I was talking about desktop app.

It is easy to see that the entry D has negative sentiment, but no emotion. The
entry E has neutral value of sentiment, but has confused in emotion. The entry
F has positive sentiment but has no emotion. These examples indicate that the
sentiment and emotion of an entry sometimes could be independent from each
other. That’s why we need to consider both these features in distinguishing the
entries. The empirical results in our experiment also indicate the importance of
both these two features.

The paper is organized as follows. Section 2 presents the model of entries
and their similarity measure based on similarities of features. Section 3 describes
experiments to evaluate the proposed model. Section 4 is the conclusion and
perspectives.

2 A Similarity Measure Model for Social Network Entries

The general model takes the two entries as input data and the output is the
estimated similarity between the two entered entries. Inside the model, there are
four main steps:

– Step 1: Modeling entries.
– Step 2: Extracting the value for implicit attribute of entries.
– Step 3: Estimating the similarity on each entry attribute.
– Step 4: Aggregating the similarity between entries from their similarities on

attributes.

These steps will be described in detail in the next sections.

2.1 Modeling Entries

Without loss of generality, we assume that:

– An entry on a social network could be: a text, an image, an audio stream, a
video stream, or a combination of these medias. In this model, we consider
only the textual part in an entry. Therefore, an entry could be considered as
a text.

– An entry could be originally posted by an user, or shared (referred) from
another user or another online source. This model consider an entry is the
whole text, including the directly posted text, and the text referred from
other source.

– An entry could have several attributes, including explicit attributes such as
the content, and the implicit attributes such as: category, sentiment, emotion.
As the implicit attributes could not directly extracted from an entry, the
model needs a step to extract these attributes before estimating the similarity
on them. This model consider five attributes of an entry:
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– Content of entry i, noted as f i
con: is the whole text part in the entry itself.

This is an explicit attribute.
– Tags of entry i, noted as f i

tag: An entry could be tagged to a set of tags.
Each tag is an independent word or expression. In some case, tags could
be directly tagged by the user (explicit). In some other case, it is not
explicitly tagged by the user (implicit).

– Category of entry i, noted as f i
cat: An entry could be assigned to a cate-

gory. Each category is represented by an independent word or expression.
– Sentiment of entry i, noted as f i

sen: An entry could have a sentiment
of the user. A sentiment be in agree (positive), disagree (negative), or
neutral opinion.

– Emotion of entry i, noted as f i
emo: An entry could also have some emo-

tion of the user. Each emotion is represented by an independent word or
expression.

As an entry is considered as a set of attributes and only their textual val-
ues are considered. And then the problem of estimating the similarity among
entries becomes the computation of the similarity among texts or among sets of
expressions.

2.2 Auto Extract Value for Implicit Attribute of Entry

Let’s consider an example of a status on Twitter: “Thank you @apple for Find
My Mac - just located and wiped my stolen Air”. When we see this status, only
the content is explicitly presented, that is the whole text of the status. However,
we could quickly identify some other attributes of this status, such as category
could be (technology), tags could be (apple, Mac), sentiment could be (neutral -
neither agree nor disagree), and emotion could be (gratitude, joy). The attributes
whose value is not explicitly presented in the entry but it could be extracted from
the inside of the entry are called implicit attributes. Our objective in this step is
to extract the value of implicit attributes of an entry.

In order to do this, we could apply any existed supervised machine learning
method. In this model, we apply a method to extract value of each of four implicit
attributes as follow:

– Step 1: Construct a set of labeled samples (texts), called training set. In
which, each text is assigned to a set of labels. The union of all labels of all
texts called the set of labels L.

– Step 2: For each label li ∈ L, create two sets of text sample:
– Tli is the set of all texts which are labeled with the label li.
– T¬li is the set of all texts which are not labeled with the label li.

– Step 3: For each text tk ∈ Tli (T¬li), calculate the label oriented features as
follow:

– Split ti into a set of n-gram or term (stop words could be removed).
– Take the union of all terms in all texts in the set Tli and T¬li
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– Calculate the label oriented term score of each term in the corresponding
set for each label li:

sLOT (x, li) =
Nx

li

Nli

∗ log

(
N¬li

Nx
¬li

)
− Nx

¬li

N¬li

∗ log

(
Nli

Nx
li

)
(1)

where, Nl, N¬l are the number of text in the set Tl, T¬l, respectively.
Nx

l , N
x
¬l are the number of text in the set Tl, T¬l, respectively, which

contains the term x.
– Step 4: For a new text t, the choice of label to assign to the text is follow:

– Split t into a set of n-grams or terms X = (x1, x2, ...xn).
– Calculate the term frequency for each term xi in the text t: tf(xi, t).
– For each label li ∈ L, calculate the label oriented document score:

sLOD(t, li) =
1
nt

∗
∑
x∈t

sLOT (x, li) ∗ tf(x, t) (2)

– If sLOD(t, li) > 0:
• In the multi-label problem where a text could be assigned to several

labels, the text t will be labeled with the label li.
• In the single label problem where a text could be assigned to only one

label, it is needed to calculate all the final label oriented (disoriented)
scores of the text t for the all labels li ∈ L. And the label whose label
oriented document score is the highest score will be assigned to the
text t.

2.3 Similarity on Each Attribute

As only textual value of feature is considered, we distinguish two kinds of textual
value of feature:

– First, the feature value is already in form of a set of expressions, such as
the value of feature tag, category, sentiment, and emotion. Their similarity is
resulted to considered among sets of expressions.

– Second, the feature value is in form of a general text, such as the value of
feature content. Their similarity is considered among texts.

Attribute Whose Value is a Set of Expressions. Since the attribute value
is in the form of a set of textual expressions, their similarity is defined as follows:

Suppose that A1 = (a11, a
2
1, ...a

m
1 ), A2 = (a12, a

2
2, ...a

n
2 ) are two sets of expres-

sions or strings, where m, n are the sizes of the set A1 and A2, respectively. Let
v be the size of the intersection of A1 and A2. The similarity between A1 and
A2 is defined by the formula:

sexp(A1, A2) =
2∗ | A1 ∩ A2 |
| A1 | + | A2 | =

2 ∗ v

m + n
(3)



Similarity Among Entries on Social Network 247

It is clear that all possible values of sexp(A1, A2) are lied in the interval
[0, 1]. This formula could be applied to the attributes whose value is a set of
expressions.

Suppose that i = (f i
1, f

i
2, ..f

i
n), j = (f j

1 , f
j
2 , ..f

j
n) are two entries represented by

their attributes. Let consider the attribute k whose value is a set of expressions.
The similarity between entries i and j on the attribute k is defined by the
formula:

sk(i, j) = sexp(f i
k, f

j
k) (4)

where f i
k, f

j
k are the expression values of the attribute k of the two entries i

and j. For examples, the similarity on attribute category, tags, sentiment, and
emotion of two entries are given as follows:

scat(i, j) = sexp(f i
cat, f

j
cat) (5)

stag(i, j) = sexp(f i
tag, f

j
tag) (6)

ssen(i, j) = sexp(f i
sen, f

j
sen) (7)

semo(i, j) = sexp(f i
emo, f

j
emo) (8)

Attribute Whose Value is a Text. In this case, the problem becomes the
estimation the similarity between two texts. We could apply the technique TF-
IDF (Term Frequency - Inverse Document Frequency) [25] to characterize the
texts, which are used in many statistic-based models such as Buscaldi et al. [15],
Finkel et al. [17]. In our work, TF-IDF is also used to estimate the similarity
between two features of text value as follows:

– Extract the attribute value (a text) into a set of n-gram t1 = (g11 , g
1
2 , ...g

1
n)

and t2 = (g21 , g
2
2 , ...g

2
m)

– Calculate the TF-IDF of each n-gram in the text. Then represent the attribute
value by a vector whose each element is a pair < n-gram, td-idf >: v1 = (<
g11 , v

1
1 >,< g12 , v

1
2 >, ... < g1n, v

1
n >) and v2 = (< g21 , v

2
1 >,< g22 , v

2
1 >, ... <

g2m, v2m >)
– Calculate the distance between the two vectors:

D(v1, v2) =
1
N

N∑
1

dk (9)

where N is the number of different n-grams considered in both t1 ∪ t2, dk is
the distance on each element < g1i , v

1
i > of v1 (or element < g2j , v

2
j > of v2,

respectively):
– If there is an element < g2l , v

2
l > of v2 (or element < g1l , v

1
l > of vl,

respectively) such that g2l = g1i , then:

dk =
| v1i − v2l |
max(v1i , v

2
l )

(10)

– Otherwise, dk = 1.
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– It is clear that the value of D(v1, v2) is in the interval [0, 1]. Similarity between
the two features is then:

stxt(t1, t2) = 1 − D(v1, v2) (11)

For example, similarity between the attribute content of two entries i and j
is as follows:

scon(i, j) = stxt(f i
con, f

j
con) (12)

2.4 Similarity Between Two Entries

Once the similarities between two entries on each attribute are estimated, the
similarity between two entries is then computed by a weighted average aggrega-
tion of the similarity on all considered attributes as follows.

Suppose that i = (f i
1, f

i
2, ..f

i
n), j = (f j

1 , f
j
2 , ..f

j
n) are two entries represented

by their attributes. The similarity between entries i and j on all considered
attributes is defined by the formula:

sentry(i, j) =
n∑

k=1

wk ∗ sk(i, j) (13)

where sk(i, j) is the similarity on attribute k of entries i and j; wk is the weight
of the feature k such that:

n∑
k=1

wk = 1 (14)

The more this similarity is closed to 1, the more the two entries are similar.
And vice versa, the more this similarity is closed to 0, the less the two entries
are similar.

3 Experimental Evaluation

This section first describes the construction of sample set and then presents the
experiments and evaluation results.

3.1 Construction of Sample Set

In order to have entries which have sentiment and emotions, we collected more
than 1000 statuses posted on Twitter (twitter.com). Samples are then con-
structed from these Twitter statuses. Each sample contains:

– The id of the sample.
– The value of the sample. It could be 1 or 2.

http://www.twitter.com
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– Each sample contains three entries collected from Twitter. These entries are
called as entry A, B, and C. And the value of the sample is determined as
follow:

– If the entry A is more similar to the entry B than C, then the value of
this sample is 1.

– In the contrary, if the entry A is more similar to the entry C than B, then
the value of this sample is 2.

In this experiment, we constructed and use 500 samples. For instance, a
sample is presented in Table 1. In this sample, the entry A is similar to the entry
C than the entry B, so the value of the sample is 2.

Table 1. An example of a sample constructed from Twitter entries

ID 354

Value 2

A Gone for a run beautiful morning man do I
love iOS 5 @apple #iPhone

B @AsimRang @apple @umber the desktop
app is wack though

C Thank you @apple for Find My Mac - just
located and wiped my stolen Air

3.2 Method of Experiment and Evaluation

In order to compare the results of our model to other related works, we choose
and implement these following models:

– Model 1 : It is the model of Buscaldi et al. [15] which takes into account only
the content attribute of entries.

– Model 2 : It is the model of Nguyen et al. [24] which takes into account three
attributes of entries: content, category, and tags.

– Model 3 : It is our model which takes into account five attributes of entries:
content, category, tags, sentiment, and emotion. In this model, we use 3 values
of sentiment, and 16 values of emotion as indicated in Table 2. These emotions
are detected based on the cognitive definition of emotion proposed by Ortony
et al. [26], Frijda [27], and Reisenzei [28].

The experiment is performed as follows on each model:

– For each sample, we use model proposed in this paper to estimate the simi-
larity between the entry B and A, and that between entry C and A.

– If A is more similar to B than C is, then the result of this sample is 1. In the
contrary, If A is more similar to C than B is, then the result of this sample
is 2.
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Table 2. Values of sentiment and emotion used in the Model 3

Attribute Values

Sentiment Positive

Negative

Neutral

Emotion Joy

Sad

Happyfor

Sorry

Hope

Fear

Regret

Disappointed

Love

Disgust

Confused

Pride

Anger

Gratitude

Admiration

No emotion

– We then compare the result and the value of each sample. If they are identical,
we increase the variable number of correct sample by 1.

In order to evaluate the results, we make use of the correct ratio (CR) of the
model over the given sample set which is calculated as follows:

CR =
number of correct sample

total of sample
∗ 100% (15)

The more the CR value is closed to 100%, the more the model is correct. We
expect that the obtained value of CR is high as much as possible.

3.3 Results

The results are presented in the Table 3. They indicate that our model, which
reaches the correct ratio of 86.20%, is significantly better than the model of
Buscaldi et al. [15] (with CR = 69.00%) and Nguyen et al. [24] (with CR =
79.40%), regarding the given sample set.

The results also determined the best combination of attribute weights for
each model. Meanwhile the model of Buscaldi et al. [15] concentrate 100% on
the content so there is no option to choose the best. The model of Nguyen et al.
[24] considered only three attributes content, category, and tag, so the best com-
bination of weights is 0.65 : 0.20 : 0.15, respectively. The best combination of



Similarity Among Entries on Social Network 251

Table 3. Results of considered models

Model CR (%) Best weight combination

w1 w2 w3 w4 w5

Buscaldi et al. [15] 69.00 1

Nguyen et al. [24] 79.40 0.65 0.20 0.15

Our model 86.20 0.30 0.30 0.05 0.05 0.30

five weights corresponding five attributes content, category, tag, sentiment, and
emotion in our model is 0.30 : 0.30 : 0.05 : 0.05 : 0.30, respectively. This results
also indicate the role of sentiment and emotion in differentiating the entries in
Twitter.

4 Conclusions

This paper presented the integration of two new attributes, sentiment and emo-
tion, into the considered attribute set to estimate the similarity among entries in
social networks. The model is then validated with empirical data collected from
Twitter. The experimental results indicate that the proposed model could reach
a higher value in accuracy than some recent related models.

Currently, we are considering how to take the semantic of text into account
to compare expressions. These research results will be presented in our future
work.

References

1. Lin, D.: An information-theoretic definition of similarity. In: Proceedings of
the 15th International Conference on Machine Learning, pp. 296–304. Morgan
Kaufmann, San Francisco (1998)

2. Sayal, R., Kumar, V.V.: A novel similarity measure for clustering categorical data
sets. Int. J. Comput. Appl. 17(1), 25–30 (2011). Published by Foundation of Com-
puter Science

3. Reddy, G.S., Krishnaiah, R.V.: A novel similarity measure for clustering categorical
data sets. IOSR J. Comput. Eng. (IOSRJCE) 4(6), 37–42 (2012)

4. Nguyen, M.H., Nguyen, T.H.: A general model for similarity measurement between
objects. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 6(2), 235–239 (2015)

5. Buscaldi, D., Roux, J.L., Flores, J.J.G., Popescu, A.: Lipn-core: Semantic text
similarity using n-grams, wordnet, syntactic analysis, esa and information retrieval
based features (2013)

6. Han, L., Kashyap, A.L., Finin, T., Mayfield, J., Weese, J.: Semantic textual simi-
larity systems. In: Second Joint Conference on Lexical and Computational Seman-
tics (*SEM), Volume 1: Proceedings of the Main Conference and the Shared Task:
Semantic Textual Similarity, pp. 44–52. Association for Computational Linguistics,
Atlanta, June 2013



252 T. H. Nguyen et al.

7. Lee, M.C., Chang, J.W., Hsieh, T.C.: A grammar-based semantic similarity algo-
rithm for natural language sentences. Sci. World J. 2014, 17 (2014)

8. Marsi, E., Moen, H., Bungum, L., Sizov, G., Gambäck, B., Lynum, A.: Combin-
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measure for short-text semantic similarity. Data Knowl. Eng. 70(4), 390–405 (2011)

10. Agirre, E., Cer, D., Diab, M., Gonzalez-Agirre, A., Guo, W.: Semantic textual
similarity. In: Second Joint Conference on Lexical and Computational Semantics
(*SEM), Volume 1: Proceedings of the Main Conference and the Shared Task:
Semantic Textual Similarity, pp. 32–43. Association for Computational Linguistics,
Atlanta, June 2013

11. Nguyen, M.H., Tran, D.Q.: A semantic similarity measure between sentences.
South-East Asian J. Sci. 3(1), 63–75 (2014)

12. Tran, D.Q., Nguyen, M.H.: A mathematical model for semantic similarity mea-
sures. South-East Asian J. Sci. 1(1), 32–45 (2012)

13. Novelli, A.D.P., Oliveira, J.M.P.D.: Article: a method for measuring semantic sim-
ilarity of documents. Int. J. Comput. Appl. 60(7), 17–22 (2012)

14. Bollegala, D., Matsuo, Y., Ishizuka, M.: A web search engine-based approach to
measure semantic similarity between words. IEEE Trans. Knowl. Data Eng. 23(7),
977–990 (2011)

15. Buscaldi, D., Rosso, P., Gomez-Soriano, J.M., Sanchis, E.: Answering questions
with an n-gram based passage retrieval engine. J. Intell. Inf. Syst. 34(2), 113–134
(2010)

16. Croce, D., Storch, V., Basili, R.: Combining text similarity and semantic filters
through sv regression. In: Second Joint Conference on Lexical and Computational
Semantics (*SEM), Volume 1: Proceedings of the Main Conference and the Shared
Task: Semantic Textual Similarity, pp. 59–65. Association for Computational Lin-
guistics, Atlanta, June 2013

17. Finkel, J.R., Grenager, T., Manning, C.: Incorporating non-local information into
information extraction systems by gibbs sampling. In: Proceedings of the 43rd
Annual Meeting on Association for Computational Linguistics, ACL 2005, pp.
363–370. Association for Computational Linguistics, Stroudsburg (2005)

18. Lintean, M.C., Rus, V.: Measuring semantic similarity in short texts through
greedy pairing and word semantics. In: Youngblood, G.M., McCarthy, P.M.
(eds.) Proceedings of the Twenty-Fifth International Florida Artificial Intelligence
Research Society Conference, Marco Island, Florida, 23–25 May 2012. AAAI Press
(2012)

19. Proisl, T., Evert, T., Greiner, P., Kabashi, B.: Robust semantic similarity at multi-
ple levels using maximum weight matching. In: Proceedings of the 8th International
Workshop on Semantic Evaluation (SemEval 2014), pp. 532–540. Association for
Computational Linguistics and Dublin City University, Dublin, August 2014
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Abstract. Smart city solutions are often formulated as adaptive opti-
mization problems in which a cost objective function w.r.t certain con-
straints is optimized using off-the-shelf optimization libraries. Covari-
ance Matrix Adaptation Evolution Strategy (CMA-ES) is an efficient
derivative-free optimization algorithm where a black-box objective func-
tion is defined on a parameter space. This modeling makes its perfor-
mance strongly depends on the quality of chosen features. This paper
considers modeling the input space for optimization problems in repro-
ducing kernel Hilbert spaces (RKHS). This modeling amounts to func-
tional optimization whose domain is a function space that enables us
to optimize in a very rich function class. Our CMA-ES-RKHS frame-
work performs black-box functional optimization in the RKHS. Adaptive
representation of the function and covariance operator is achieved with
sparsification techniques. We evaluate CMA-ES-RKHS on simple func-
tional optimization problems which are motivated from many problems
of smart cities.

Keywords: Functional optimization · Smart city · Cross-entropy
Covariance matrix adaptation evolution strategy

1 Introduction

The smart city initiative uses information and communication technology (ICT)
and Internet of things (IoT) solutions to manage a city’s assets, e.g. transporta-
tion systems, grid networks, schools, hospitals, etc. The goal is to build a smart
city that improves the quality of life and the efficiency of services. These goals
are often realized as a cost objective function of energy, price, consumption,
user’s comfort, and so on [3]. Optimizing such an objective can be handled via
various optimization libraries depending on different situations. The covariance
matrix adaptation evolutionary strategy (CMA-ES) is a derivative-free method
[12] that is a practical optimizer for continuous optimization problems. It is
a general optimization framework that possesses many appealing characteris-
tics, e.g. derivative-free, covariant, off-the-shelf, scalable etc. It is especially
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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useful on problems that are non-convex, non-separable, ill-conditioned, multi-
modal, and with noisy evaluations. Applying CMA-ES requires explicitly a finite-
dimensional search space on which solution candidates live. CMA-ES has been
used to solve problems in power prediction for smart grid [15], driver assistance
[6], smart transportation (which used evolutionary algorithm as a special form of
CMA-ES) [2,24], metro regenerative energy [7], etc. In the context of robotics,
CMA-ES has been widely used in many tasks: biped locomotion [31], whole-body
locomotion optimization [8,9], swimming [26], skill learning via reinforcement
learning [13,14,25], inverse reinforcement learning [5,21], etc.

Applying CMA-ES requires explicitly a finite-dimensional search space on
which solution candidates live. In many domains, e.g. robotics, an optimiza-
tion objective is often defined as a function of another parametric function. For
instance, it might be an overall cost function depending on a robot controller,
e.g. robot skill learning [25], policy search [14], or a loss function in the contexts
of inverse optimal control [5,21], etc.

In this work, we propose CMA-ES-RKHS that enables functional optimiza-
tion over a non-parametric solution space. Specifically, we assume that the solu-
tion space is a reproducing kernel Hilbert space (RKHS). Each candidate is a
function in RKHS. Modeling the solution space this way, CMA-ES-RKHS can
not only inherit full characteristics from CMA-ES, but also enjoy other appeal-
ing properties. Firstly, CMA-ES-RKHS is able to optimize a functional objec-
tive whose domain is a RKHS. That means the solution space does not need
to depend on any manual parametrization. Secondly, by modeling the solution
space in RKHS, all updates step in CMA-ES-RKHS are handled analytically.
We show that updated mean functionals, other intermediate terms, evolution
path functionals or conjugate evolution path functionals are functions in the
underlying RKHS. Moreover, the updated covariance is also an operator on the
underlying RKHS. Thirdly, via sparsification in RKHS, a very complex search
space can be represented compactly, however we can still achieve a solution of
guaranteed quality.

2 Covariance Matrix Adaptation - Evolution Strategy

The Covariance Matrix Adaptation - Evolution Strategy (CMA-ES) is a global
optimization method introduced by [12]. It works by forming a parametric distri-
bution over the solution space, e.g. the space of policy parameter in policy search,
or the space of parameters of the loss function in inverse optimal control, etc.
It iteratively samples a population of solution candidates from a parametrized
search distribution. These candidates are then evaluated by a black-box function.
Tuples of candidate-evaluation make up a dataset in order for CMA-ES to update
the search distribution, i.e. its mean and its covariance matrix. Specifically, a
cost function f(θ) is parametrized by a parameter space θ ∈ �n, f : �n �→ �.
It is common that a CMA-ES algorithm maintains a multi-variate Gaussian
distribution over the solution space as θ ∼ N (θ;m,C). At each iteration k,
it generates the kth population of λ candidates from the kth distribution as
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Algorithm 1. The CMA-ES algorithm
1: Initialize m ∈ �n, σ ∈ �+, λ, μ
2: Initialize C = I,pc = 0,pσ = 0
3: while (not terminate) do
4: Sampling: θi = m + σyi, yi ∼ N (0,C), i = 1, . . . , λ
5: Evaluating: f(θi), i = 1, . . . , λ
6: // mean update
7: m ← m + σȳ, where ȳ =

∑μ
1 wiyi:λ

8: // step-size control update

9: pσ ← (1 − cσ)pσ +
√

cσ(2 − cσ)μwC
− 1

2 ȳ

10: σ ← σ exp
(

cσ
dσ

(
‖pσ‖

E‖N (0,I)‖ − 1
))

11: // covariance matrix update
12: pc ← (1 − cc)pc +

√
cc(2 − cc)μwȳ

13: C ← (1 − c1 − cμ)C + c1pcp
�
c + cμ

∑μ
1 wiyi:λy

�
i:λ

14: end while

θi ∼ N (θ;mk,Ck), i = 1, · · · , λ. Then, the candidates are sorted ascendingly
according to their evaluations f(θi). Only the first μ best candidates are selected
for use in updates of mk and Ck. Another parameter is the global step-size σ ∈ �
that controls the convergence rate of the covariance matrix update. The param-
eter σ is defined as a global standard deviation. Hence, a full set of parameters
in CMA-ES is {m,C, σ}.

In Algorithm 1, we give a full summary of the CMA-ES algorithm. The
updated mean is a weighted sum of the best μ candidates as in step 7, in which
the weights wi are set to 1/μ or to a better values log(μ/2)− log(i). The notation
yi:λ means the best candidate out of yi, . . . ,yλ. The covariance matrix update in
step 13 consists of three parts: old information, rank-1 update which computes
the change of the mean over time as encoded in the evolution path pc, and rank-
μ update which takes into account the good variations in the last population.
This step-size control update constraints the expected changes of the distribu-
tion. Thus, this update in step 10 is based on the conjugate evolution path pσ. It
targets to accelerate convergence to an optimum, and meanwhile prevents pre-
mature convergence. The other parameters: μw is the variance effective selection
mass, c1, cc, cσ are learning rates, and dσ is a damping factor for σ. The setting
of these parameters is well studied and discussed in-depth in [10].

The updates of CMA-ES can alternatively be derived using the information-
geometric concept of a natural gradient as shown in [11], which shares the same
insight with the natural evolution strategies (NES) [32].

There are less efficient techniques that can also adapt the covariance matrix:
estimation of distribution algorithms (EDA) and the cross-entropy method
(CEM). The major difference from CMA-ES is at the choice of the reference
mean value. EDA and CEM estimate the variance within the current popula-
tion, y1:λ, instead of exploiting old information as encoded in previous C and pc.
Specifically, for the Gaussian search distribution, analytic updates at iteration
k for EDA and CEM [19,20] change steps 9 and 13 in Algorithm 2 to
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m(k) =
1
μ

μ∑

i=1

θi

C(k)
EDA =

1
μ

μ∑

i=1

(
θi − m(k)

)(
θi − m(k)

)�

C(k)
CEM =

μ

μ − 1
C(k)

EDA

The difference between EDA and CEM is: EDA updates the empirical covariance
matrix, meanwhile CEM updates the unbiased empirical covariance matrix.

3 CMA-ES in Reproducing Kernel Hilbert Space

3.1 Problem Statement

We consider a functional optimization problem [28] that finds the maximum of
an unknown functional f : H �→ �, where H = {h : X �→ �} is a separable
Hilbert space of input real-valued functions with a domain X . Assuming that
H is specifically a square-integrable function space L2(X , μ) w.r.t a probability
measure μ. For each queried function h ∈ H, an evaluation y = f(h) is returned.

3.2 CMA-ES in RKHS

We propose a new general-purposed CMA-ES-RKHS framework that solves the
above problem. We explicitly assume the function space H is a reproducing
kernel Hilbert space (RKHS) associated with a kernel K. Each h ∈ H is defined
as a mapping from an arbitrary space X to Y, h : X �→ Y. The function space
H may be a vector-valued RKHS, denoted as HK , [17] with the kernel K :
X × X �→ L(Y), where L(Y) is the space of linear operators on Y. For example,
when X = �n the simplest choice of K might be K(x, x′) = κ(x, x′)In, where In
is an n × n identity matrix, and κ is a scalar-valued kernel [22]. Each function
h ∈ H is then represented as a linear span of finite elements {xi, yi} as

h(·) =
∑

i

K(xi, ·)yi (1)

Now we define a search distribution over H. A direct extension of paramet-
ric CMA-ES is to use a Gaussian process over the solution function h, h ∼
GP(m,σ2C), where m is a mean function, C is a covariance operator, and σ is a
scalar global step-size. We discuss now how to update the functionals {m,C} and
the parameter σ in our CMA-ES-RKHS framework, which is also summarized
in Algorithm 2.
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Algorithm 2. The CMA-ES-RKHS algorithm
1: Initialize m ∈ HK , σ ∈ �+, λ, μ
2: Initialize C = δ(·, ·), pc ∈ HK , pσ ∈ HK

3: while (not terminate) do
4: Sampling : g̃i ∼ GP(0, C), i = 1, . . . , λ
5: Via kernel regression: for each g̃i, fit a function gi ∈ HK

6: Set samples: hi = m + σ(t)gi

7: Evaluating : fi = f(hi), i = 1, . . . , λ
8: // mean update
9: m ← m + σḡ, where ḡ =

∑μ
1 wigi:λ

10: // step-size control update

11: pσ ← (1 − cσ)pσ +
√

cσ(2 − cσ)μwC− 1
2 ḡ

12: σ ← σ exp
(

cσ
dσ

(
‖pσ‖

E‖GP(0,δ(·,·))‖ − 1
))

13: // covariance matrix update
14: pc ← (1 − cc)pc +

√
cc(2 − cc)μw ḡ

15: C ← (1 − c1 − cμ)C + c1pc ⊗ pc + cμ

∑μ
1 wigi:λ ⊗ gi:λ

16: Sparsify m, C and derive C− 1
2

17: end while

Mean Function Update in RKHS. Assuming that at iteration k, we can
sample a set of λ functions g̃i ∼ GP(0, C) (Step 4), many sampling techniques
are basically described in [18]. Our following derivation is not restricted to which
kernel, vector-valued or scalar-valued, is used. A sample from a Gaussian process
is not in HK with probability of 1, as discussed in detail by [1]. For any sampling
techniques of a Gaussian process, we receive g̃i in a form of data tuples (x(i), y(i))
from which we can use kernel ridge regression with the covariance operator C(·, ·)
(Step 5). Hence, in our framework each function g̃i is approximated by a function
gi ∈ HK . As a result, a new function candidate sampled from the function
distribution is hi = m + σgi. The new mean function is updated as (Step 9),

m = m + σ

μ∑

i=1

wig1:λ ∈ HK (2)

where the weights wi satisfy
μ∑

i=1

wi = 1, w1 ≥ w2 ≥ · · · ≥ wμ > 0

As a result, after the update the new functional mean is an element in HK . We
denote ḡ as

ḡ =
μ∑

i=1

wig1:λ

There are a number of settings for w, which might inherit from CMA-ES, such
as: wi = 1/μ, wi ∝ μ − i + 1; or wi = log(μ + 1

2 ) − log(i). In our experiment, we
implement the last choice.
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Covariance Operator Update. The covariance operator update is based on
the best selected candidate functions, based on their evaluations f(hi). Hence an
empirical estimate of the covariance operator C on HK , called rank-μ update, is

C = (1 − cμ)C + cμ

μ∑

i=1

wigi:λ ⊗ gi:λ

Similar to parametric CMA-ES, we also consider the change of the mean function
over time by estimating a functional evolution path pc as (Step 14),

pc = (1 − cc)pc +
√

cc(2 − cc)μwḡ ∈ HK (3)

This is low-pass filtered of chosen steps ḡ, hence pc is also an element in RKHS
HK . As a result, a complete update of the covariance operator that combines
both rank-1 and rank-μ is computed as (Step 15),

C = (1 − cμ − c1)C + c1pcp
�
c + cμ

μ∑

i=1

wigi:λ ⊗ gi:λ (4)

where cc is the backward time horizon for the functional evolution path pc,
c1, cμ are learning rates of rank-1 and rank-μ respectively, and μw is a variance-
effectiveness constant. This reduces to a rank-1 update if c1 = 1, cμ = 0. Simi-
larly, the update becomes a rank-μ update when c1 = 0, cμ = 1.

Step-Size Update. The global step-size σ is adapted through the computation
of a functional conjugate evolution path as (Step 11),

pσ = (1 − cσ)pσ +
√

cσ(2 − cσ)μeffC− 1
2 ḡ (5)

where cσ is a backward time horizon for the conjugate evolution path pσ. Accord-
ing to the bounded inverse theorem in functional analysis [4], C as computed in
Eq. 4 is a linear operator in the RKHS HK , hence it has a bounded inverse C−1.
Therefore, pc is updated in a way that renders it an element in HK . The volume
and the correlation of the selected steps are compared to the expected value of
the standard Gaussian process with a Dirac kernel. The fact that the former
is larger than the latter makes σ increased, otherwise decreased. The update
formula of σ (Step 12) is

σ = σ exp
(

cσ

dσ

( ‖pσ‖
E‖GP(0, δ(·, ·))‖ − 1

))
(6)

The term E‖GP(0, δx)‖ can be computed in advance using Monte-Carlo
simulations

E‖GP(0, δ(·, ·))‖HK
≈ 1

N

N∑

i=1

〈gi(·), gi(·)〉HK

where gi(·) is a function in HK approximated (via kernel ridge regression) from
a sample g̃i drawn from GP(0, δ(·, ·)).
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Sparsification and Adaptive Representation. We now discuss implemen-
tation concerns of the CMA-ES-RKHS algorithm. The first and most critical
one is the representation issue of mean functions m and covariance operators C.
Then, it follows with discussions of parameter setting in CMA-ES-RKHS. Then
we discuss how to deal with the update rule in Eq. 5 that involves to find the
inverse operator C− 1

2 .
In general, we can use the kernel matching pursuit algorithm [30] to sparsify

C. However, we aim to look for a method that will both sparsify C and together
compute the inverse square root operator C− 1

2 . Therefore, we propose to use the
kernel PCA method (kPCA) from [23] for achieving efficiently and fast both a
sparse and compact covariance operator and its inverse square root operator.

4 Experiments

We evaluate the advantages and general applications of CMA-ES-RKHS on two
optimization problems: a synthetic functional optimization, and a power pre-
diction scenario. We compare the behavior of CMA-ES-RKHS with other three
base-line methods: the standard CMA-ES, the adaptive CMA-ES version (CMA-
ES-A), and the functional gradient techniques. In all experiments, we use the
RBF kernel where the bandwidths are set using median-trick. These experiments
aim to evaluate the proposed CMA-ES-RKHS for: (i) the quality of the returned
compact solution function, (ii) the flexibility and the power of our proposed
method in capturing a complex solution function which can not be found easily
by existing methods, and (iii) the applicability in practice.

4.1 Synthetic Domains

We design an unknown 2-dimensional functions f∗. This function is a mixture
of two (multi-variate) Gaussians. All optimizers are tasked to find a function
h : X �→ �, where h ∈ HK that minimizes the objective function as a square
distance

J(h) =
∫ xT

x0

(
f∗(x) − h(x)

)2
dx (7)

where x ∈ �2. This task is a simplified version of many similar problems in
machine learning and robotics, e.g. regularized risk functional [22], trajectory
optimization [27,29], trajectory optimization in RKHS [16], loss minimization
inverse optimal control [5], etc. However, these work must rely on discretization
and parametric modeling.

Functional Gradient: Using functional gradient requires to know J and have
access to the ground-truth function f∗ (CMA-ES-RKHS only accesses to evalu-
ations J(h)) from which we are able use discretization to approximate J as

J(h) ≈
T∑

k=0

(
f∗(xk) − h(xk)

)2
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The functional gradient can be computed as

∇hJ(h) =
T∑

k=0

2
(
h(xk) − f∗(xk)

)
K(tk, ·)

Thus, a functional gradient update is

h ← h + α∇hJ(h)

A sparsification technique [30] can be used to achieve a compact representation of
h which renders the functional gradient approach an adaptive method too. That
means the representation of h will be adaptively adapted to best approximate
f∗. Hence, discretization is required to be fine enough (T is large enough, we
used T � N) to guarantee accurate approximation.

CMA-ES: We assume that a parametric representation of h as a linear expan-
sion of N features

h(x) =
N∑

k=1

wkφk(x) = w�φ(x)

We use RBF features φk(x) = exp(−‖x − xt‖2/σ2) in which N centers xt are
regular intervals in the domain of x. Hence we apply CMA-ES to optimize J in
a parameter space w ∈ �N . CMA-ES-A would optimize over a search space of
{w, {xt}N

t=1}.

Results: For all optimizers, we use the same number N of features in CMA-ES
and CMA-ES-A, and centres after sparsification in CMA-ES-RKHS and func-
tional gradient methods, N = 100. We use a standard way of CMA-ES to initial-
ize other parameters, N is the effective dimensionality in CMA-ES-RKHS. The
results are reported w.r.t the number of evaluations, i.e. queries to the objective
function.

We report the squared error J and the solution function in Figs. 2 and 3. We
create two versions for CMA-ES-A, one with good initialization (initial values
of xt are centres for CMA-ES) and one with random initialization, called CMA-
ES-A-R. CMA-ES-A performs much worse than our method. This is explained
by the way our method approaches from a principled way, i.e. kernel methods,
for the scaling of parameters. The functional gradient method performs very well
which re-confirms that it can be very competitive when gradient information is
known (in this case the form of J(h) is known). Figure 2 shows very interesting
results where other methods like CMA-ES and CMA-ES-A are still struggling
around the optimal regions.

4.2 Power Prediction Scenarios

In this section, we apply CMA-ES-RKHS for prediction of power demand by
designing a simulated scenario in which one nation’s electricity consumption
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Fig. 1. Power Prediction Scenarios: (left) squared error, (right) solution functions (x-
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Fig. 2. Solution functions: contours of levels equivalent to the first and second devia-
tions

is given by an unknown function f∗ : � �→ � where it maps a moment in
continuous time to a real value of mega-watt (MW). The goal is to use a black-
box optimization method to estimate that unknown function. For this task, we
will also look for an estimate function h that minimizes the least square term
J as introduced in Eq. 7. This objective is similar to the work in [15] in which
they fit a parametric function over a statistical data.

We also design the unknown consumption function f∗ as a mixture of two
univariate Gaussians, called the ground-truth function. We use N = 10 for this
task. We report the squared error J and the solution function in Fig. 1. The per-
formance of CMA-ES-A-R is very bad in terms of error. As demonstrated on the



Functional Optimization Method 263

 0

 5

 10

 15

 20

 0  1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Er
ro

r

Evaluations

CMA-ES
CMA-ES-A

Functional gradient
CMA-ES-RKHS

Fig. 3. Results for the 2D synthetic domain

right picture, it can detect only one mode of the optimal function. One remark-
able note is that CMA-ES initialization does not consists of two correct modes in
its set of centres, hence it gives poor approximation error. With adaptive ability,
CMA-ES-A and CMA-ES-RKHS are able to estimate the true modes correctly.

5 Conclusion

This paper proposes a CMA-ES-RKHS framework that enables functional opti-
mization where the search is handled over a function space. The fact that the
function space is modeled in reproducing kernel Hilbert space results in ana-
lytic update rules for CMA-ES-RKHS. On the other hand, the solution function
attains compactness and flexibility characteristics. Our experiments show that
CMA-ES-RKHS is able to represent a complex solution function compactly and
adaptively. The result shows many interesting aspects and results of CMA-ES-
RKHS: (i) explicitly handling functional optimization in principle; (ii) overcom-
ing the issue of hand-designed feature functions in many practical applications
of CMA-ES.
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Abstract. Distributed Denial of Service (DDoS) attacks have for the
last two decades been among the greatest threats facing the internet
infrastructure. Mitigating DDoS attacks is a particularly challenging task
as an attacker masks the attack traffic among legitimate users. Mitigation
approaches within DDoS has therefore often been investigated within the
field of anomaly intrusion detection. This means that even a successful
mitigation approach will risk a high disregard of legitimate users. This
article proposes to use data mining and machine learning approaches to
find unique hidden data structures which keep a high degree of accepted
legitimate traffic, while still being able to remove illegitimate and irrel-
evant data traffic which don’t follow the hidden structure. In this per-
spective, we devise and evaluate two novel IP Address clustering algo-
rithms for DDoS mitigation, namely, Geographical Clustering (GC) and
Reduced Geographical Clustering (RGC).

1 Introduction

A Denial of Service (DoS) attack is an explicit attempt to render a server inca-
pable of providing normal service to its users. This can be accomplished through
a variety of methods, however, the common pattern is that a DoS attack will
try to exploit some limited system or network resources to accomplish this goal.
We can differentiate between DoS attacks and DDoS attacks; A DoS is where
one attacker, with one network connection, executes an attack, while a DDoS
attack adds a many-to-one dimension problem to the equation. Instead of using
one connection, a DDoS attack often uses thousands of compromised hosts to
execute an attack. This amplifies both the available resources of an attacker and
the complexity of the DoS problem. DDoS attacks have over the last decade
become an immense threat to the Internet infrastructure where attacks have
become commonplace with a wide range of global victims in everything from
commercial websites and educational institutions to public chat servers and gov-
ernment organizations [1]. Akamai, which is a leading network services provider
for media and software delivery as well as for delivering cloud security solutions,
reported a 125% increase in total DDoS attacks from 2015 to 2016 [2].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In a general sense, it is preferable to mitigate DDoS attacks as close to the
source as possible, in order to reduce as much of the collateral damage as possible.
However, this is generally difficult for a number of reasons; it’s generally hard to
identify attack traffic close to the source, as the attack traffic is highly distributed
and comes from multiple sources. Moreover, the Internet is built around an
authorization-free nature which makes it difficult to implement any scheme to
a high degree. It is therefore a strong need to mitigate DDoS attacks near the
target victim, as this seems to be the only solution for the current Internet
infrastructure [3]. This article proposes two clustering algorithms to mitigate
DDoS attack. The algorithms are tested on an anonymous dataset gathered
from a web-server in Oslo and Akershus University College of Applied sciences.
The dataset is henceforth denoted by D10C and consists of a training phase and
a testing phase. The training phase consists of 1 million unique requests and the
testing set consists of 500 thousands unique requests. The proposed algorithms
build on the following research question that we shall explore in this article:

How can we use data mining to find pattern correlations on data history to
build efficient filtering rules that are able to mitigate DDoS attacks near the
targeted server?

2 Related Research

In this section, some prominent closely related research is reviewed which deals
directly or indirectly with filtering DDoS attacks based on elements from data
mining.

Peng et al. suggested to use a database of previously seen legitimate IP
addresses to counter DDoS attacks. This method bases itself on the common
assumption that normal network traffic differentiates itself from network traffic
under an attack [4]. This mechanism, known as History-based IP filtering(HIF),
uses an IP address database (IAD) containing previously seen IP addresses over
a certain time period. Under an attack, only IP addresses from the IAD are
allowed to access the network or service.

Goldstein et al. [5] suggested taking advantage of IP neighborhood rela-
tions, by using density estimation, to counter DDoS attacks. The idea is that IP
addresses that are close or similar to each other, share similar characteristics.
To evaluate the distances between the different objects, Xor+ and Euclidean
distance is used on the IP address. To avoid that distances within the given
network mask are always constant, regardless of variation within the subnet,
Euclidean distances are added to the distance calculation. The approach used a
modified K-means clustering algorithm to compute the clustering centers. Once
the clustering centers were computed, an area was defined around the clusters,
which would be the IP addresses the model expected to see in the future [5].

3 Proposed IP Address Clustering Algorithms

Previous clustering techniques, as seen in the last section, focus on clustering
data based on existing data features in the traffic pattern. These features include
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packet attributes as source addresses, time to live (TTL), flags and protocols [5–
12]. Clustering based on IP address has not been well investigated in the litera-
ture and is shown to be a very promising step towards mitigating DDoS. At this
juncture, we shall present two novel IP address clustering algorithms; Geograph-
ical Clustering (GC) and Reduced Geographical Clustering (RGC). Instead of
focusing the initial clustering approach on the distance between existing features,
the clustering approaches try to expand clusters based on the distance between
geographical points where traffic are located. GC tries to expand a cluster based
on frequent geographical points. Since GC relays on a packets location repeat-
ing, this can amplify the amount of data that can be covered as GC can identify
new networks which has not necessarily been seen under the training phase.
RGC further expands on this idea, by limiting the amount of accepted location
points. This limitation is done by employing different constraints on the cluster
expansion by only accepting the most legitimate points in RGC. The amount of
accepted networks can be limited without affecting the amount of accepted data
from the testing phase.

3.1 GC

The first proposed density-based clustering algorithm, GC, tries to estimate a
data pattern based on geographical location and builds on the hypothesis: If
network x from location y reaches the server under the training phase, there is a
higher chance for network z from location y+1 to reach the server, than network
q that doesn’t belong to a location close to network x.

The clustering algorithm, GC, which is based on DBSCAN [13], tries to
expand a cluster as long as there are points close to the cluster. GC begins
by defining core points from where a cluster can continue to expand. Defining
start points is a computationally hard task, as the definition of the start points
will essentially define how and where the cluster will expand and how well the
clustering algorithm will be able to represent new and unknown data. We can
make the assumption that frequent networks often in some form reoccur in the
data pattern. Since frequent networks represent a huge portion of the incoming
traffic, it is reasonable to assume that every frequent network, or in this case
location, is automatically assumed as a start point or core point. The core points
will then look in their close proximity based on distance x to see if there are
more points that can belong to this cluster. If a core point finds a point y that
is within distance x, it will include the point to its own cluster. Point y will then
look in its close proximity to find any new points that can be included in the
cluster. If any points that are part of a cluster are within the given distance to
other points that are part of a different cluster, the two clusters will merge and
become one cluster. The pseudo code for density-based clustering can be seen in
Algorithm 1 below. The algorithm takes three arguments: the dataset containing
a list of latitude/longitude locations with the frequency of packets from that
locations, D which is the maximum distance from a point to a cluster for this
point to still be considered a part of that cluster and T which is the frequency
threshold for a point to be considered a core point. According to this algorithm,
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Algorithm 1. Pseudo code for the GC.
1: function Density clustering(dataset, D, T)
2: all clusters ← (dataset.points ≥ T)
3: for cluster in all cluster do
4: cluster ← (dataset.points ≤ cluster.D)
5: while cluster �= converged do
6: points ← (dataset.points ≤ cluster.D)
7: if points in all cluster.points then
8: cluster.merge(points in all cluster.points)
9: end if

10: end while
11: end for
12: return all cluster
13: end function

two essential parameters, core-point threshold and maximum distance, need to
be pre-defined. The definition of these attributes varies greatly between different
datasets and consequently the data pattern that these clusters cover, will have
different strengths and weaknesses based on the chosen attributes.

Deciding Core-Point Threshold

As aforementioned, the definition of frequent locations, or core points, is just the
definition of an initial cluster, which is just a single start point for a cluster to
continue to expand. This threshold would vary greatly between different datasets
and with a new and unknown dataset, it could be beneficial to decide these
location points based on an upper percentile of all points which have the highest
frequency of seen traffic. The definition of the threshold for a core-point is beyond
the scope of this paper. However, as seen in Fig. 1 more initial clusters will exist
with a low threshold and this is not necessarily preferable as this will lead to
clusters where there are seen considerable little data traffic. Moreover, as it is
the location points we are talking about, considering if we are able to identify
new locations correctly, we might risk to cover a substantial location pattern,
and therefore start accepting traffic which is not necessarily representative for
the known data pattern. Therefore, when choosing the initial cluster points,
the amount of covered training data should be seen in correspondence with the
amount of initial clusters. Since we want clusters to expand based on the initial
clusters, we don’t need to cover most of the training pattern from the beginning,
as we assume, most of the relevant data pattern, will still be covered, when the
cluster expand to points nearby. Therefore, we should preferably choose a high
core-point threshold which will cover the most relevant locations. These location
points will have a higher possibility of repeating later, and we should be able to
make the assumption that areas near these points will also have a high chance
of repeating, although little traffic might be seen in the area during the training
phase.
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Fig. 1. The amount of initial clusters for D10C with different thresholds.

Deciding Maximum Distance

As we are assuming, from the hypothesis, a lot of lower networks or locations with
less frequent packets will still be covered as they exist in the surrounding area of
the defined core points. This leads to the question; what is the maximum distance
from point x to point y, for point x to still be a part of point y’s cluster? We have
previously stated that every core point is automatically assumed to be cluster,
the question now is; What is the maximum distance for one or more cluster
points to any new point, for the point to be a part of the given cluster? The
answer to this question would vary widely based on the training data. However,
we should try to minimize the maximum distances, so we don’t end up with
clusters where data have little to none similarities with other data in the same
cluster. Based on our hypothesis, we can assume that data points exist close to
our cluster in all directions of the initial core points. Therefore, we can based
on this, get a certain view of the necessary distance, by measuring how much
training pattern is covered with different maximum distances.

Figure 2 shows the amount of data for D10C, which is covered with differ-
ent thresholds and maximum distances. A lower threshold will cover more of the
training data, regardless of the maximum distance and at most, with a threshold
of 700, 81.56% of D10C training data is covered with a maximum allowed dis-
tances of 50 km. It would be preferable to cover most of the training as this will
result in a higher coverage for the test data. However, the coverage of new points
should, to a large degree, be proportional to the higher maximum distance. In
other words, we should be able to assume that a cluster does not expand forever.

Figure 3 gives a clearer view of the difference in increased percentage points
for each threshold. Most points have a good increase in the amount of covered
data until around 20–25 km. At this point, the different calculated clusters have
managed to increase around 10% points. At the remaining calculated distances
of 30–50 km, clusters have a high variance, with no particular pattern for the
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Fig. 2. The amount of data, for D10C, which is covered with various initial cluster
sizes and with different maximum distances.

Fig. 3. The increase in % points that is covered with different km threshold and core
points threshold, for D10C.

remaining increased percentage points. It would therefore, for most clusters, be
beneficial to have a maximum km distance between 20–25 km.

GC Result

To find the optimal result for geographical clusters, data or source IP addresses,
which has not necessarily been seen in the training phase, but is part of a cluster
based on the geographical locations should be counted as well. We should there-
fore, not only count the direct points that have appeared in the training phase,
but also count points that fit inside a cluster, but which has not necessarily been
seen in the training phase. GC manages with an optimal result, as seen in Fig. 4
where a packet location can be identified, to achieve from 40% to 77%.
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Fig. 4. The optimal result of accepted packets for the D10C testing set.

For D10C, when only 24-bit networks which have previously been seen in the
training phase and are a part of a cluster are accepted, the amount of accepted
data result diminishes radically, compared to an optimal result where a packets
location can be identified. At the minimum, when new data can not be identified,
7.50% points less are accepted in the testing phase for D10C. At the highest
point, with a cluster computation of 50 km and a threshold of 700, 27.02% points
less are accepted in the testing phase.

3.2 RGC

Although, GC has a potential of acquiring an unique pattern and performing
well under unknown traffic, the algorithm does not define any consideration when
defining a pattern. The previous algorithm, which states that if a point x is near
one or more points that are a part of cluster y, point x should also be stated
as a part of y’s cluster, is not necessarily ideal, as multiple issues are raised
in regards to the algorithm’s ability to sustain a pattern without accepting too
much illegitimate traffic.

To create a stronger algorithm, several steps can be taken. First, to prevent
the pattern composition in clusters from deteriorating when clusters are merged,
merging of clusters can be overlooked. Instead, clusters can be forced to expand
and converge separately. Assume that x1, x2, ..., xn−1, xn is a set of data points
in a two dimensional space and c1, c2, ..., cn−1, cn is a set of core-points which
contains at least the amount y of seen requests. Let d(xm, cz) be the geographical
distance between the point xm and the core point cz. Potentially xm could be
part of any of the clusters with core point cn. The algorithm decides that xm

will be a part of cluster cz if d(xm, cz) < d(xm, c1), ..., d(xm, cn−1), d(xm, cn) for
all core points. Moreover, clusters should only expand to points that are more
likely to occur later. We can build on the hypothesis and make the assumption
that a request is more likely to occur in a point x if it has at least y points in
its near area. Only points that satisfy this criterion, are allowed to be a part
of a cluster. Finally, to prevent big cities, which have a natural ability to easier
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create core points, from being able to create a cluster if there are not other points
nearby, clusters that are not able to expand over a certain amount of points
should be dismantled. The dismantled points, including the core point, should
then be re-positioned to clusters nearby. As seen in Fig. 5, different minimum
applied lengths, in a D10C cluster, radically and rapidly diminishes the amount
of accepted data. Both the amount of covered data in the training and testing
phase decrease fast with higher minimum cluster length. However, the amount of
covered data in the training phase decreases faster than the amount of covered
data in the testing phase. At a minimum length of 10, the amount of covered
data in D10C training set decreases below the amount of covered data in the
testing set.

Fig. 5. The amount of covered data in the training and testing phase with different
minimum lengths constraints set for a cluster.

RGC Result

When clusters are computed with a minimum length of 10, minimum points of
3, different km distances and different core-point thresholds, the clusters will
(for D10C) in most instances cover 40% to 50%. This calculation can be seen
in Fig. 6. These calculations give a lower acceptance rate than for GC. However,
while GC manages to have a zero percentage differences between the accepted
data in the training and testing phase, RGC manages to accept upwards of 30%
points more in the testing phase than in the training phase. This implies that
RGC is to a higher degree able to identify the most relevant points that have a
high likelihood of occurring later.
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Fig. 6. The optimal amount of accepted D10C testing data that was seen in a cluster.

4 Conclusion

Previous clustering techniques focused on clustering data based on existing data
features in the traffic pattern. These features included packet attributes as source
addresses, TTL, flags and protocols. Clustering on IP address has not been well
investigated in the literature and is in this paper shown to be a very promis-
ing step towards mitigating DDoS. Clustering IP addresses based on distances
between bits gives a limited clustering ability when addresses are close geo-
graphically, but not necessarily close in the address range. Two novel IP address
clustering algorithms were devised and evaluated. GC expanded a cluster based
on frequent geographical points. This gave GC clustering an advantage over pre-
vious clustering approaches. As GC relayed on a packets locations repeating, the
amount of accepted legitimate traffic was amplified. GC was shown to be able
to identify new networks which had not necessarily been seen under the train-
ing phase. RGC further expanded on this hypothesis, by limiting the amount of
accepted location points.
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Abstract. Fault diagnosis is significant for identifying latent abnormal-
ities, and implementing fault-tolerant operations for minimizing perfor-
mance degradation caused by failures in industrial systems, such as rotat-
ing machinery. The emergence of entropy theory contributes to precisely
measure irregularity and complexity in a time series, which can be used
for discriminating prominent fault information in rotating machinery. In
this short paper, the utilization of entropy techniques for fault diagnosis
of rotating machinery is summarized. Finally, open research trends and
conclusions are discussed and presented respectively.

Keywords: Fault diagnosis · Rotating machinery · Entropy

1 Introduction

In recent decades, the world has witnessed a tremendous growth in the theory
and practice of fault diagnostic approaches, which have been widely and success-
fully applied in fault diagnosis of rotating machinery, such as failure detection
in rotors, rolling bearings and shafts. As a result, signal-based fault diagnosis
has been a prominent technique to analyze non-linear and non-stationary sig-
nals. In this kind of diagnostic methods, feature extraction is one of the signifi-
cant steps for characterizing fault information of interest in fault detection and
identification. The traditional time-frequency domain parameters include peak
value, mean value, root mean square (RMS), power spectrum, and RMS of the
spectrum difference, etc. Apart from that, in the recent decade, entropy-based
features have been applied extensively in the field of fault diagnosis by means of
evaluating the irregularity and complexity in signals with different conditions.

2 Fault Diagnosis Based on Entropy Methods

Entropy techniques can be considered as a powerful measurement tool that
is capable of quantifying the irregularity in a time series. The occurrence of
defects in rotating components usually produces subcritical frequencies and
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Fig. 1. Data flow of fault diagnosis of rotating machinery based entropy methods.

finally increases the amplitude of impulses in signals obtained from rotating
machines, such as vibration and acoustic signals. According to literatures, the
steps in fault diagnosis using entropy methods can be categorized into two
main classes: (1) selection of multi-scale decomposed vectors obtained from
multi-resolution analysis (MRA), such as wavelet transform (WT); (2) feature
extraction of desired decomposed vectors or original signals. The traditional
procedure of signal-based fault diagnosis using entropy methods is illustrated in
Fig. 1. The most commonly used entropy features include power spectrum energy
(PowerEn), Shannon entropy (ShanEn), approximate entropy (ApEn), sample
entropy (SampEn), fuzzy entropy (FuzzyEn), permutation entropy (PerEn),
and their corresponding multiple scale entropies.

2.1 Single-Scale Entropy Approaches

PowerEn is one of useful tools that is adopted to describe how the energy of a
signal or a time series is distributed within time domain [1], which can be defined
as the absolute-value squared of the time series. ShanEn, named after Claude
Shannon, was developed to solve the measurement problem of system’s disorder
in microscopic particle in information theory. Generally, PowerEn is applied
together jointly with ShanEn to determine decomposed vectors obtained from
MRA, such as wavelet coefficients and intrinsic mode functions (IMFs) obtained
from WT and empirical mode decomposition (EMD) methods respectively. Later
in 1990s, ApEn was proposed by Pincus to determine changing complexity from
data. Subsequently, SampEn and FuzzyEn, as a modification of ApEn were
later developed to overcome the drawbacks that ApEn subjected to, such as
problems of small value obtained from short length of data and lack of relative
consistency. To compare the effectiveness of ApEn, SampEn and FuzzyEn,
comparative study was conducted in [2], where it was found that FuzzyEn yields
more satisfying results when characterizing signals with different complexity.
Similarly, PerEn [3] was also developed and applied as a measure of complexity.
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Table 1. A summary of recent methods for fault diagnosis of rotating machinery using
entropy techniques.

Author Year Object Signal

monitored

Signal

processing

EEA method Classifier

used

Type Role

Bin [7] 2012 Motor Vibration WPT and

EMD

Power

Energy

Vector

selection

ANN

Tabrizi [8] 2015 Bearing Vibration WPT and

EEMD

Power

Energy

Vector

selection

SVM

Kankar [9] 2011 Bearing Vibration CWT Entropy

ratio

Parameter

selection

SOM, SVM,

ANN

Gu [10] 2012 Shaft AE DWT ShanEn Feature

extraction

N/A

Camarena [11] 2016 Motor Vibration N/A ShanEn Feature

extraction

k-Means

He [12] 2012 Bearing AE N/A ApEn Feature

extraction

N/A

Sampaio [13] 2016 Shaft Vibration N/A ApEn Feature

extraction

N/A

Lin [14] 2017 Gear and

bearing

Vibration SLA and

WSM

ApEn and

SampEn

Feature

extraction

N/A

Liang [15] 2015 Gearbox AE WT-EMD SampEn Vector

selection

SVM

Wu [16] 2016 Bearing Vibration EMD MSE Vector

selection

Decision tree

Pan [17] 2016 Motor Vibration N/A MSE Feature

extraction

SVM

Verma [18] 2016 Motor Vibration,

Current

N/A MSE Feature

extraction

ANN

Aouabdi [19] 2017 Gearbox Current DWT PCA-MSE Feature

extraction

N/A

Chen [20] 2016 Gearbox Vibration LMD FuzzyEn Vector

selection

ANFIS

Metha [21] 2016 Bearing Vibration N/A MFE Feature

extraction

VPMCD

Zhao [22] 2016 Bearing Vibration EEMD MFE Feature

extraction

SVM

Zheng [23] 2017 Bearing Vibration N/A Composite

MFE

Feature

extraction

Ensemble

SVM

Wu [24] 2012 Bearing Vibration N/A MPE Feature

extraction

SVM

Vakharia [25] 2015 Bearing Vibration CWT MPE Parameter

selection

ANN, SVM

Zhang [26] 2015 Bearing Vibration EEMD PerEn Vector

selection

SVM

Yi [27] 2017 Bearing Vibration TSSA PerEn Vector

selection

N/A
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2.2 Multiple-Scale Entropy Approaches (MEA)

The concept of analyzing and measuring a time series from multiple scales was
proposed by Costa, who proposed that the single-scale entropy algorithm yielded
contradictory results when applied to real-world data sets obtained in health
and disease states. On this basis, a variety of MEA methods have been proposed
and widely applied in the field of fault diagnosis, such as multiscale entropy
(MSE) [4], multiscale fuzzy entropy (MFE) [5], multiscale permutation entropy
(MPE) [6]. The key ideas behind the concept of MEA methods can be simply
concluded as two major steps as described: (1) obtain multiple-scale time series
from the original time series through a coarse-grained procedure at a scale factor
of τ (τ is the length of non-overlapping windows); (2) apply corresponding single
scale entropy method to estimate complexity in each coarse-grained time series.

Recently, entropy-based approaches have been successfully applied in not
only selection of dominant decomposed vectors but also fault feature extraction
in applications of fault diagnosis of rotating components, such as shafts, bear-
ings, gearboxes, and rotors. In this short paper, the utilization of entropy-based
methods for fault diagnosis of rotating machinery in the recent decade is summa-
rized, as presented in Table 1. It presents a comprehensive view of entropy-based
applications and functionalities regarding to fault diagnosis of rotating machin-
ery. In addition, it concludes a variety of entropy-based techniques that can be
adaptively chosen by researchers to be applied in the field of fault diagnosis for
rotating machinery.

3 Open Research Trends

It should be pointed that feature extraction has significant effects on the effi-
ciency and accuracy of fault detection and identification in rotating machinery.
In addition, due to the fact that industrial systems are becoming more and more
complex in recent decades, continuing effects are still essential to be continuously
put into improving the confidence of reliability and safety of industrial process.
Some challenges are therefore needed to be focused, which are listed as following:

1. Robustness of the entropy methods under various operating conditions
2. Consistency in values of similarity and parameters selected
3. Removal of the magnitude influence of the data sets
4. Enrichment and modification of the entropy techniques
5. Able to deal with non-linear and non-stationary signals
6. Capable of identifying defects with increasing severity.

4 Conclusions

In this short paper, most commonly used entropy techniques are briefly intro-
duced. After that, the utilization of entropy-based methods for fault diagnosis
of rotating machinery is summarized. In addition, future trends are proposed
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to improve the effectiveness of entropy-based diagnostic methods. However,
with increasing efforts been put into the entropy methods applied in charac-
terizing fault information, it is believed that entropy-based techniques would
be constituently applied as promising techniques in fault diagnosis of rotating
machinery.
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Abstract. The CAN-Bus is currently the most widely used vehicle bus network
technology, but it is designed for needs of vehicle control system, having massive
data and lacking of information security mechanisms and means. The Intrusion
Detection System (IDS) based on machine learning is an efficient active infor-
mation security defense method and suitable for massive data processing. We use
a machine learning algorithm—Gradient Boosting Decision Tree (GBDT) in IDS
for CAN-Bus and propose a new feature based on entropy as the feature con-
struction of GBDT algorithm. In detection performance, the IDS based on GBDT
has a high True Positive (TP) rate and a low False Positive (FP) rate.

Keywords: CAN-Bus � Information security � IDS � Machine learning
GBDT � Entropy � Detection performance

1 Introduction

CAN-Bus (Controller Area Network Bus) [1, 2] is a kind of field bus and the most
widely used vehicle bus network technology. Now, the vehicle is equipped with a large
number of electronic equipment, in addition to the basic electronic control, media
systems, as well as intelligent advanced auxiliary driving system, even that mobile
phones and other intelligent devices connect to the infotainment system, these systems
and devices will be from the car CAN-Bus to obtain data [3]. With the rapid progress of
the automotive industry and the Internet, in the near future, Internet technology will be
applied to every car and the electronic devices, intelligent information systems are
likely to become hackers inbound vehicle network system approach [4]. Vehicle
information security [5] is not only related to data confidentiality authenticity and
integrity, but also related to traffic safety, which is directly related to human life and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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property safety. Therefore, the well-designed security system is a very significant and
urgent to every modern car especially the IoV (Intelligent Connected Vehicle).

In the field of information security protection, there are passive security measures
and active security measures. Passive security includes data encryption [6, 7], security
authentication [8], firewall [9] and others. Active security is mainly based on Intrusion
Detection System (IDS) [10] which is the essence of greatly much data, behavior
analysis and detection in network, so as to find abnormal network behavior process.
There are much data which contains ECUs’ conditions, latencies, and behaviors in
CAN-Bus, IDS is very suitable for a real-time security protection of CAN-Bus.

Vehicle information security is closely relate to the life and property safety of drivers
and passengers. There are several researches to do works on IDS for vehicle CAN-Bus.
Paper [11, 12] proposes a rate-based algorithm to detect the anomaly network behaviors,
but it is too simple for complex CAN-Bus data, and the period selection of the algorithm
is a difficult problem. Paper [13, 14] use entropy based message ID and frequency to be
as the algorithm of IDS, but it can not detect the contents of the CAN-Bus message
which is full of control commands, sensor information and other vehicle system key
information. Paper [15] proposes a protocol-level security specifications for IDS in
CAN-Bus, but the CAN-Bus protocol is the top secret of automobile enterprise and is
almost impossible to get the protocol from every automobile enterprise of the industry.
Therefore, the protocol-level is not versatility and unpractical.

In this paper, we propose an IDS based on a machine learning algorithm—Gradient
Boosting Decision Tree (GBDT) [16] for CAN-Bus. GBDT is suitable for data detection
which has great volume and few features. In feature engineering, we create a new
entropy-based feature based on characteristics of CAN-Bus data to reflect the stability of
the entire data, and that could be more robust. We get a very high True Positive (TP) rate
and a quite low False Positive (FP) rate [17] in detection performance with a short time,
and that means it has a great performance for detection and efficiency.

In this paper, we proposed the IDS based on GBDT for CAN-Bus in Sect. 2;
detection performance based on real car CAN-Bus data and analysis is in Sect. 3;
conclusion and outlook are in Sect. 4.

2 Gradient Boosting Decision Tree (GBDT) Algorithm
in Intrusion Detection System (IDS) for CAN-Bus

Intrusion detection method is to design the network behavior classifier to distinguish
the data set, simulation or network of normal and abnormal data, in order to achieve the
alarm function of attract behaviors in CAN-Bus data. Machine learning can learn the
existing intrusion or normal mode, the characteristics of the network packet probability
deduction or fuzzy matching, so that unknown intrusion, in order to improve the
intrusion detection of adaptive.

2.1 Regression Decision Tree (DT)

Decision tree [18] is a supervised learning model, which expresses the logical rela-
tionship between attributes and results in a tree diagram, mainly used to solve the
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problem of classification and regression. In this paper, we use regression decision tree
to be as the base algorithm.

In a given dataset D ¼ fðx1; y1Þ; ðx2; y2Þ; . . .; ðxn; ynÞg, we assume that the input
space is divided into M regions R1;R2; . . .RJ , each unit has a fixed output value cm, and
the regression decision tree model is:

y ¼ f ðxÞ ¼
XJ

j¼1

cjIðx 2 RjÞ ð1Þ

The prediction error of the training data set is:

X

xi2Rj

ðy� f ðxiÞÞ2 ð2Þ

Here Rm is the region, if xi is belong to Rm, the value is cm, IðÞ is an indicator
function that returns 1 when the formula inside parentheses is right, otherwise it returns
0. i and j are count constants.

2.2 Boosting Decision Tree

The boosting algorithm [19] is a method of integrating several classifiers into a clas-
sifier, it can be expressed as:

f ðXÞ ¼ w0 þ
XJ

j¼1

wjUjðXÞ ð3Þ

Here w is weight, U is the set of weak classifier (regression classification), in fact, is
an additive model (the linear combination of primary functions). j is count constant.

The boosting decision tree is an iterative multiple regression tree to make a com-
mon decision. When the squared error loss function is used, each tree of regression tree
learns the conclusion and residuals of all previous trees and fits to get a current residual
regression tree. The meaning of residuals is as follows:

r ¼ y� f ð4Þ

Here r is residual, y is true value and f is prediction value.
Thus, given the current model fm�1ðxÞ, it is only necessary to simply fit the

residuals of the current model. Now boosting algorithm for decision tree is described as
follows:

Boosting Decision Tree Algorithm:

Input: the regression decision tree f ðxÞ.
Output: boosting decision tree fMðxÞ.
Step1 initialize the decision model f0ðxÞ ¼ 0;
Step2 for m : 1 to M do begin
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Step3 calculate the residuals:

rim ¼ yy � fm�1ðxiÞ; i ¼ 1; 2; . . .Nð1Þ;

Step4 fit rmi to get a regression decision tree Tðx;£mÞ;
Step5 update boosting decision tree:

fmðxÞ ¼ fm�1ðxÞþ Tðx;£mÞ ð5Þ

Step6 get boosting decision tree:

fMðxÞ ¼
XM

m¼1

Tðx;£mÞ ð6Þ

Step7 end;

Here rim is the residuals of m.th regression decision tree. Tðx;£mÞ is a regression
decision tree about rmi. i and m are count constants.

2.3 Gradient Boosting Decision Tree (GBDT)

The boosting decision tree uses the additive model and the forward stepwise algorithm
to realize the optimization process of learning. When the loss function is a square loss
or an exponential loss, the optimization of each step is very simple, such as the square
loss function in residual regression tree (Table 1).

But for the general loss function, often each step is not so easy to optimize, as in the
table above the absolute value loss function and Huber loss function. In response to this
problem, Freidman [16] proposed a gradient boosting algorithm: using the declining
method of the steepest descent, that is, using the negative gradient of the loss function
of the current model as an approximation of the residuals of the lifting tree algorithm in
the regression problem, fitting a regression tree (Table 1).

Table 1. Gradients for commonly used loss funictions.

Setting Loss function Gradient

Regression 1
2 ½yi � f ðxiÞ�2 yi � f ðxiÞ

Regression jyi � f ðxiÞj sign½yi � f ðxiÞ�
Regression Huber yi � f ðxiÞ for jyi � f ðxiÞj � dm

dmsign½yi � f ðxiÞ� for jyi � f ðxiÞj[ dm
where dm ¼ ath� quantile yi � f ðxiÞj jf g

Classification Deviance kth component: Iðyi ¼ 1kÞ � pkðxiÞ
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The GBDT algorithm as follow:

Gradient Boosting Decision Tree Algorithm:

Input: the model f ðxÞ.
Output: GBDT f̂ ðxÞ.
Step1 initialize f0ðxÞ

f0ðxÞ ¼ argmin
y

XN

i¼1

Lðyi; cÞ ð7Þ

Step2 for m : 1 to M:

(a) for i ¼ 1; 2; . . .;N compute

rim ¼ �½@Lðyi; f ðxiÞÞ
@f ðxiÞ �f¼fm�1

ð8Þ

(b) fit a regression tree to the targets rim giving terminal regions Rjm, j ¼ 1; 2; . . .Jm;
(c) for j ¼ 1; 2; . . .Jm compute

cjm ¼ argmin
c

X

xi2Rjm

Lðyi; fm�1ðxiÞþ cÞ ð9Þ

(d) update fmðxÞ

fmðxÞ ¼ fm�1ðxÞþ
XJm

j¼1
cjmIðx 2 RjmÞ ð10Þ

Step3 output f̂ ðxÞ ¼ fMðxÞ;
Step4 end;

Here rim is the residuals of m.th regression decision tree. LðÞ is loss function, Rjm is
the region m of tree j and cjm is the value of Rjm. i, m and j are count constants.

GBDT is one of the most popular machine learning algorithms that can handle
various types of data flexibly and efficiently, and is suitable for almost any classifi-
cation and regression problem. We use GBDT as the classification for IDS for its great
efficiency, robustness and characteristics of CAN-Bus data in this paper.

2.4 Feature Engineering for CAN-Bus Data

There is a significant characteristic in CAN-Bus data and few features (about 8) in data.
Obviously, too few features can not show the complexity of the data, will affect the IDS
detection performance [20]. In this paper, we artificially construct an entropy-based
[21] feature based on the ID and time of the data, it reflects the stability of the entire
CAN-Bus data and conducive to the detection of abnormal behavior.
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We let the random variable X, the all possible results of X are: x1; x2; . . .xn, the
probability of each result is p1; p2; . . .pn, the entropy is:

HðXÞ ¼ �
Xn

i¼1

pi logbpi

0�HðXÞ� log jXj
ð11Þ

In this paper, ID and time of CAN-Bus data reflects the whore stability, and we
select period Ti ¼ 0:5s, i ¼ 1; 2. . .; n for the entropy-based algorithm:

HTiðcan ID jÞ ¼ pj lnðpjÞ
,

XN

j¼1

pj lnðpjÞ ð12Þ

Here N is the number of different ID in period Ti, pi is proportion of one CAN_ID
in all CAN-IDs in period Ti. t is a constant.

Since we get the new feature HTiðcan IDÞ in feature construction for CAN-Bus
data and it will get better performance for IDS.

2.5 The Processes of the Novel IDS Based on GBDT for CAN-Bus

The core of IDS is the classification, and we use GBDT algorithm to classify the
CAN-Bus data. The classification contains different tress for every ID and the general
processes as follows (Fig. 1):

We divide the IDS into two processes: in the train process, we construct new
entropy-based feature and give every message a label for distinguishing between the
normal and the abnormal, and get the known CAN-Bus behavior data and marked data.
And then Preprocesses: discretization, feature extraction. Finally, we use the train set
for GBDT training; in the test process, the Test Set includes unmarked CAN-Bus
behavior data, and then discretization, and finally we use GBDT classifier to get
behavior classification results. The processes of the IDS for CAN-Bus as follows
(Fig. 2):

Fig. 1. The process of general GBDT classifier has many decision trees based on can_ID and we
use dataset to be an input and we get the classification results.
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3 Detection Performance and Analysis

3.1 Dataset for Detection

In this paper, the dataset of detection is from a real domestic car—Alsvin CHANA. It
contains 750,000 messages and the CAN-Bus speed is 250 kbits/s. When we collected
data, the car was in a low speed and normal conditions for driving safety. Because the
data is from real car and it may involve information security privacy and related legal
issues, we make mosaics on some sensitive information in as follows (Fig. 3):

3.2 Feature Construction and Abnormal Samples

From Sect. 3.1, we find that every message has 8 main features (B1, B2, …, B8) and
we artificially construct 2 new features: B0 and B9. B0 is to show that whether the
message is normal or abnormal. B9 is an entropy-based feature which we describe in
Sect. 2.4.

As we collect data when the real car is in a normal condition, we assume that the
messages are all normal and the value of B0 should be 1. Usually, hacker will modify
some features’ value for tentative attacks, so we change the features’ value randomly in
the range of 0–255 to get abnormal messages and the value of B0 is 0 (Fig. 4).

We select 562,500 messages as the train set and number the ratio of normal
messages and abnormal is 1:1, it means that there are 281,250 normal messages and

Fig. 2. The whole process: Train Process and Test process, the feature construction is in both
train and test process, and data label is only in train process for marking data.

Fig. 3. The fig shows that there are 8 main features, ID, Abs Time and etc.
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281.250 abnormal messages. In test set, we select 187,500 messages and the ratio of
normal message and abnormal ones is 1:1, is similar to train set. So there are 93,750
normal messages and 93,750 abnormal ones.

3.3 Performance Analysis

In detection performance, the experimental platform environment is: Operation System:
Windows 7 ultimate, CPU 3.00 GHz, RAM 8 GB, Hard Disk 500G; Programming
tools: Spyder (Python 2.7), Dataset: Real vehicle CAN-Bus data (75% Train Set and
25% Test Set), the detection performance results as follows:

FP and TP are base index of an IDS and we could find that all FPs in Fig. 5 are
higher than 95%. In fact, we use the weighted average to calculate the FP value and the
accurate value of TP is 97.67% and the FP is 1.20%, that means the IDS based on
GBDT has a great performance and could protect information security of CAN-Bus.

4 Conclusion and Outlook

For the information security of CAN-Bus and traffic safety, we use IDS based on
GBDT for CAN-Bus. With the popularity of intelligence connected vehicle, more and
more devices and systems will connect CAN-Bus and get data from it. It is very
reasonable to develop effective IDS to detect the attacks of hacker to ensure the

Fig. 4. 2 new features in data and are shown in red boxes (Color figure online)

Fig. 5. The True Positive TP (TP) and False Positive (FP) of GBDT in IDS detection
performance for CAN-Bus. We could find that the TPs are almost higher than 95% and FPs are
lower than 1.5%.
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security. In this paper, the IDS we propose could detect the abnormal behaviors in
massive CAN-Bus data and has a high True Positive and quite low False Positive in
detection performance, that means the IDS based on GBDT has a great performance
and could protect information security of CAN-Bus, even the life and property of
drivers and pedestrians.

In this IDS, we have a lot of improvement in the performance of classification, in
the future work, how to find more new useful and artificial features, and improve
relationship of features between features, and other machine learning algorithm, which
can further enhance the classifier’s ability in detection performance for complex
Internet of Vehicle (IoV).
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Abstract. This paper proposes a new buck-boost multilevel inverter topology,
which is named as a hybrid quasi-Z-source network multilevel inverter, for
photovoltaic systems in smart cities. This topology employs an impedance
source network and a high frequency three-level switching unit connected to the
low frequency single phase inverter. In comparison with other quasi-Z-source
network multilevel inverter topologies, the proposed topology uses a lower
number of circuit components and more reliable operation. In addition, an
effective modulation technique based on phase-shifted disposition scheme is
introduced to control the shoot-through state for both boost and buck states of
the output voltage. The operating principle of the proposed topology is analyzed
in detail. Both simulation and experimental results are carried out to validate the
performance of the proposed topology.

Keywords: Multilevel inverters � Quasi-Z-source inverter
Boost control method � Pulse width modulation (PWM)

1 Introduction

Smart city is a combination of diverse technologies to decrease their environmental
influences and create citizens better lives. Increasing energy efficiency of building
installation and using of renewable energy resources cover remaining energy needs
[1, 2]. In photovoltaic (PV) systems, the output voltage of a PV cell widely varies with
irradiation and temperature. Therefore, the conventional voltage source inverter
(VSI) cannot deal with this change because the VSI is a buck inverter. Normally, a
dc-dc boost converter is required to obtain the desired AC output voltage. However, the
additional boost converter increases the cost and decreases the efficiency of the overall
system. To overcome limitations in the VSI, the Z-source inverters (ZSI) and
quasi-Z-source inverter (qZSI) proposed in [3, 4]. The qZSI topologies have advan-
tages over the ZSI topologies such as lower voltage stress on the capacitors and
continuous input current. Because of these benefits, it is more attractive to industrial
applications such as electric vehicle or PV systems [5, 6].
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Recently, multilevel inverters have been selected as a very attractive solution for
medium-voltage high-power applications. They allow to generate a better output
voltage with low distortion AC waveform by increasing the number of voltage levels
and share the total dc voltage between cascaded switching devices [7, 8]. A two-stage
conversion configuration with buck-boost ability will make more complex system and
higher cost and trends to decrease the system reliability and efficiency.

In order to obtain the buck-boost function with a single-stage power conversion, the
combination of advantages of both the impedance source networks and various mul-
tilevel inverters have been introduced in [9–12]. Three-level Z-source neutral point
clamped (NPC) topology using two Z-source networks (ZSNs) are proposed in [9] and
five-level Z-source NPC with two ZSNs is presented in [10]. These Z-source NPC
topologies can decrease the system cost due to the lower number of impedance net-
works and dc voltage sources. The cascaded ZSN using two switching devices and one
H-bridge unit proposed in [11]. In this topology, the number of switching devices can
be reduced with respect to the conventional topology. However, two separate ZSNs and
two separate dc sources are required in order to generate the output voltage with three
voltage levels.

An integration of the quasi-Z-source network (qZSN) and the cascaded multilevel
inverter is studied in [12]. One dc source and one qZSN are used for each H-bridge
unit, therefore, many passive components are required in the qZSN. A single phase
three-level NPC qZSN inverter is proposed in [13, 14]. It uses two symmetrical qZSNs
fed from one dc source with a single phase three-level NPC inverter. Many diodes and
switching devices are used that will increase the cost and size and reduce the reliability.
In addition, if a higher number of level is required, the control method and balancing of
capacitor voltage become more complex.

In this paper, the buck-boost three-level inverter is presented. The inverter is a
combination of two qZSNs and a high frequency (HF) three-level switching unit
connected to the low frequency (LF) single phase inverter. In this combination, the
number of circuit components is reduced, the reliable operation is improved, and
continuous input current is obtained. Moreover, an effective modulation technique
based on a phase-shifted disposition (PSD) scheme is introduced to control the
shoot-through states. The modified modulation method can be easily inserted the
upper-shoot-through (UST) and lower-shoot-through states (LST) into the traditional
sine modulation technique, therefore, offering a simple implementation. The perfor-
mances of the proposed topology are verified by both in simulation and through
experimental results.

2 Operating Principle of the Proposed Three-Level Inverters

2.1 The Proposed Topology

The power circuit of the proposed inverter is described in the Fig. 1. This inverter uses
an impedance network to connect a three-level pulse width modulation
(PWM) switching unit and an H-bridge unit with low switching frequency. The
impedance source network consists of two identical qZSNs with a common point
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between two capacitors C1 and C2 to provide a neutral point of the topology [14]. The
high frequency switches S1 to S4 are used as a PWM switch in order to provide the
desired output voltage and the low frequency switching unit S5 to S8 are controlled to
generate the polarity of the output voltages [15]. The qZSN is used for boosting the dc
input voltage Vin to the higher dc-link voltage vi. Due to the symmetrical qZSN, we can
obtain L1 = L4, L2 = L3, C1 = C2 and C3 = C4. As a result, the corresponding voltages
are vL1 = vL4, vL2 = vL3, VC1 = VC2 and VC3 = VC4.

The operating states of the proposed inverter can be simplified into shoot-through
state and non-shoot-through state. The operating principle of the proposed inverter is
only discussed when the positive half of the output voltage, in which two switches (S5,
S8) are turned on. The negative half-cycle of the output voltage with two on switches
(S6, S7) can be similarly derived based on the previous analysis.

2.2 Shoot-Through State

The proposed inverter uses two shoot-through state types to boost the input voltage to a
higher voltage value. Figure 2 describes these shoot-through states, at which the upper
shoot- through state shows in Fig. 2(a) and lower shoot-through state shows in Fig. 2(b).

In the UST state for TUST interval of total shoot-through time TSH, three switches
(S1, S2, and S4) are turned on, diode D1 is also connected, and D2 is disconnected. The
L2 inductor stores the energy from capacitor C1 through S1 and S2. In the LST state for
TLST interval of total short-through time TSH, three switches (S1, S3, and S4) are turned
on, diode D1 is disconnected, and D2 is connected. The L3 inductors store the energy
from capacitor C2 through S3 and S4. The positive half-cycle of the output voltage is
provided by two switches (S5, S8).

The relative voltage equations in the UST can be represented as

vL1 ¼ vL4 ¼ 1
2
ðVC3 � VC2 þVinÞ ð1Þ

vL2 ¼ VC1 ð2Þ

Fig. 1. Single phase three-level qZSN inverter
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vL3 ¼ VC4 ð3Þ

vi ¼ �ðVC2 þVC4Þ ð4Þ

The corresponding voltage equations of the LST state can be given as

vL1 ¼ vL4 ¼ 1
2
ðVC4 � VC1 þVinÞ ð5Þ

vL2 ¼ VC3 ð6Þ

vL3 ¼ VC2 ð7Þ

vi ¼ ðVC3 þVC1Þ ð8Þ

2.3 Non-Shoot-Through State

In the non-shoot-through state for the interval of Ta, the proposed inverter operates
under the same operation principle of the inverter proposed in [15]. During the
non-shoot-through state, both diodes D1 and D2 are on. The non-shoot-through state is
classified by active state 1 (A-1), active state 2 (A-2), active state 3 (A-3), and null state
(NS). The equivalent circuits of three active states and a null state are shown in Fig. 3.
In the active state 1, as shown in Fig. 3(a), S1 and S4 are turned on. In this state, the
peak dc-link voltage v̂i can be obtained by adding the input voltage and four inductive
voltages. In the active states 2 and 3, as shown in Fig. 3(b) and (c), a pair of switches
(S1, S4) and (S2, S3) are turned on, respectively. Both these active states have the same
dc-link voltage with the shoot-through states but they are a half of the peak dc-link
voltage. The load terminal has a zero voltage in the null state.

(a)                                                    (b)

Fig. 2. Equivalent circuits of the shoot-through states: (a) upper shoot-through state, (b) lower
shoot through state.
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The inductive voltage and dc-link voltage in the non-shoot through states are given
as follows

vL1 ¼ vL4 ¼ 1
2
ðVin � 2VC1Þ ð9Þ

vL2 ¼ �VC3 ð10Þ

vL3 ¼ �VC4 ð11Þ

vi ¼ VC1 þVC2 þVC3 þVC4 ð12Þ

2.4 Boost Capability

Applying the volt-second balance principle on the inductor L2, we have

VC3 ¼ D
2� D

VC1 ¼ D
2� D

VC2 ð13Þ

(a)                                                                   (b)

(c)                                                                 (d)

Fig. 3. Equivalent circuits of the non-shoot-through states: (a) active state 1, (b) active state 2,
(c) active state 3, (d) null state.
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Where D = TST/Ts is the shoot-through duty cycle, and TST is the shoot-through
time during switching period Ts.

Similarly, applying the volt-second balance principle on the inductor L1, we get

VC1 ¼ VC2 ¼ D
2� D

Vin ð14Þ

Substituting (14) to (13), the capacitor voltage of C3 and C4 can be derived as
follows

VC3 ¼ VC4 ¼ D
4� 4D

Vin ð15Þ

The peak dc-link voltage across the main inverter expressed in (8) and can be
expressed as follows

v̂i ¼ 1
1� D

Vin ð16Þ

A boost factor, which is expressed as a ratio of the peak dc-link voltage and the
input voltage, can be calculated as

B ¼ v̂i
Vin

¼ 1
1� D

ð17Þ

Figure 4 illustrates the plot of the boost factor of the inverter with a variation of
duty cycle.
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Fig. 4. Boost factor for different duty cycle.
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3 Comparison of Proposed Topology with Other qZSN
Topologies

The number of circuit components is used for the proposed topology is compared with
different qZSN topologies. Table 2 illustrates a comparison between the proposed
topology with different three-level topologies.

4 Boost Modulation Techniques

Several boost modulation techniques for the Z-source NPC [16–18] and the qZSN
multilevel inverter [19], are introduced to improve the output performance such as
harmonic distortion or reduced switching losses. In the paper, a proper boost control
strategy for the proposed inverter is presented in Fig. 5. It is a modified modulation
technique based on PSD method [20].

The proposed technique uses two triangular carriers, where each carrier is phase
shifted by 180 from its adjacent carrier. These carriers are compared with the sinusoidal
reference signal Vref and the straight line signal Vp, in order to generate the desired
switching patterns for four switches S1, S2, S3, S4. Two switches (S5, S8) are turned on
during the reference signal Vref is positive and two switches (S6, S7) are turned on
during the reference signal Vref is negative. An output voltage is five voltage levels
when the modulation index M is higher than 0.5. One switching pattern for one
switching period is shown in Fig. 5. The upper and lower shoot-through states can be
achieved by comparing the straight line signal Vp with the two carrier signals Vtr1 and
Vtr2, respectively. During one switching period, two shoot-through states and
non-shoot-through states are symmetrically generated.

Table 1 summarizes the operating states, output voltage levels, and capacitor
voltages. From the table, the UST and A-2 states are received energy from the capacitor
voltage on VC1. While the capacitor voltage VC2 is used for the LST and A-3 states. The
two series capacitor voltage VC1 and VC2 are used for the A-1 mode. During one
fundamental period, the capacitor voltage on C2 and C2 makes the different voltage

Vp

Vref

VTr2 VTr1

S1

S2

S3

S4

0.5Ts Ts

USTLST A-1 A-2 N-S N-S A-2 A-1 LST

Fig. 5. Switching patterns in one switching period
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levels of the output voltage. Due to the symmetrical characteristic of the operating
states of the modified PSD technique, the capacitor voltages VC1 and VC2 can be
automatically balanced during one switching period.

5 Simulation and Experimental Results

5.1 Simulation Results

In order to verify the theoretical results of the proposed topology, PSIM simulation
studies are performed. The DC input is Vin = 80 V, and the switching frequency is
fs = 5 kHz. The simulation parameters are selected as follows:

(1) Impedance network: L1 = L2 = L3 = L4 = 1 mH, C1 = C2 = C3 = C4 = 1 mF
(2) LC output filter: Lf = 0.6 mH, Cf = 100 µF
(3) Resistive load: RL = 30 Ω

Figure 6 shows the simulation results of the proposed topology when M = 0.65 and
D = 0.35. In the Fig. 6(a), the peak dc-link voltage Vi is boosted from Vin = 80 V to
266 V. The capacitor voltage VC1 and VC3 are 86 V and 46 V, respectively. The AC
output voltage before filter has three voltage levels, and the peak AC output voltage
after filtering is Vof = 123 V. From the Fig. 6(b), the inductor current iL1 increases in
the shoot-through state and decreases in the non-shoot-through state. The inductor

Table 1. Comparison of the number of circuit components

Topologies HF switches LF switches Diodes DC sources Inductors Capacitors

Cascaded qZSN 8 0 2 2 4 4
qZSN NPC topology 8 0 6 1 4 4
Proposed topology 4 4 2 1 4 4

Table 2. Switching patterns and output voltage

Operating modes S1 S2 S3 S4 S5 S6 S7 S8 Vo Capacitor voltages

A-1 1 0 0 1 1 0 0 1 +v̂i VC1 + VC2

UST 1 1 0 1 1 0 0 1 +v̂i/2 VC1

LST 1 0 1 1 1 0 0 1 +v̂i/2 VC2

A-2 1 0 1 0 1 0 0 1 +v̂i/2 VC1

A-3 0 1 0 1 1 0 0 1 +v̂i/2 VC2

NS 0 1 1 0 1 0 0 0 0 –

NS 0 1 1 0 0 1 1 0 0 –

A-3 1 0 1 0 0 1 1 0 −v̂i/2 VC2

A-2 0 1 0 1 0 1 1 0 −v̂i/2 VC1

LST 1 0 1 1 0 1 1 0 −v̂i/2 VC2

UST 1 1 0 1 0 1 1 0 −v̂i/2 VC1

A-1 1 0 0 1 0 1 1 0 −v̂i VC1 + VC2
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current iL2 has a higher ripple than the iL1 current. The output voltage of the three-level
PWM switching unit VTL is a dc voltage with three voltage levels.

For illustrating the boosting capability in the transient condition, Fig. 7 shows the
dc-side response where the shoot-through time is increased from 0.2 to 0.35. From top
to bottom, the AC output voltage before filtering and after filtering, DC-link voltage Vi,
the capacitor voltage VC1 and VC2, and the input voltage Vin. At 0.2 s the D has step
change and the peak DC-link voltage would change from Vi = 130 V to 265 V,
capacitor voltages VC1 = 53 V to 87 V, and VC3 = 13 V to 47 V, finishing the step
response at the steady state. The RMS output voltage value increases from Vof = 75 V
to 87 V.

5.2 Experimental Results

In order to validate the analysis, a single phase three-level inverter prototype with a
high performance DSP TMS320F28335 has been built in the laboratory for verifying
the theoretical analysis and the simulation results. The experimental parameters are
used the same as the simulation parameters.

(a) (b)

Fig. 6. Simulation waveforms of the proposed inverter when M = 0.65 and D = 0.35.

Fig. 7. Transient simulation of the proposed inverter when duty cycle changes from D = 0.2 to
D = 0.35 and M = 0.65.
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Figure 8 shows the gating control signals of switching devices S1 – S4 for one
switching period. As the mentioned analysis, two shoot-through states and three active
states are distributed symmetrically in one switching period.

For illustrating the boost capability, Fig. 9 shows the experimental results when
M = 0.65 and D = 0.35. In the Fig. 9(a), the RMS value of the output voltage is
Vof = 86 V and the capacitor voltage of C1 is VC1 = 86 V. In Fig. 9(b), the waveforms
from top to bottom are the inductive currents iL1 and iL3, dc-link voltage Vi, and the
output voltage of three-level switching unit VTL. The iL1 current is smoother than the iL3
current and the VTL voltage has three voltage levels. The peak value of DC-voltage is
Vi = 255 V, which is lower than that of the simulation results because of the effects of
the parasitic components and the average inductor currents iL1 = 6 A and iL2 = 4 A.

The measure efficiency curve varied with the duty cycle D of the proposed topology
is shown in Fig. 10. It can be clearly seen that the efficiency of the proposed inverter
will go down when increasing the duty cycle. From this result, it illustrates that the
power losses are proportional to the boost capability of the inverter because the
stronger boost factor corresponding to the higher current through the inductors and
semiconductor devices. A higher efficient design can be made by optimal impedance
network and switching devices.

Fig. 8. Gating signal waveforms of S1, S2, S3, and S4

(a) (b)

Fig. 9. Experimental waveforms of the proposed topology when M = 0.65 and D = 0.35
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6 Conclusions

A buck-boost three-level inverter for the renewable energy systems in the smart cities
has been proposed. The proposed inverter uses the qZSN to couple with the three-level
switching unit. The polarity of the output voltage is produced by the LF single phase
inverters. The main advantages of the proposed topology consist of continuous input
current, lower circuit components, and higher operating reliability. In addition, a
modified boost control technique is also presented to effectively control the
shoot-through state. The operating principle and steady-state analysis are carefully
performed. The simulation results show a good agreement with the theoretical analysis
validating the exact operation of the proposed topology. The experimental results and
the measured efficiency are obtained from the experimental prototype in the laboratory.
Based on the benefits of the proposed inverter that will make it a competitive solution
for renewable energy systems such as PV and fuel-cell.
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Abstract. This paper presents a new non-isolated boost converter with high
boost ability and low voltage stress on the main switch. The proposed converter
uses a hybrid switched-inductor (SL)/switched-capacitor (SC) technique to
couple with an active switched network. The proposed converter is very suitable
for many industrial applications such as photovoltaic (PV) and fuel-cell.
A multicell hybrid SL/SC structure of the proposed converter is also derived in
order to get a higher boost ratio. The operation principle, parameter design, and
comparison with other converters are given. A laboratory prototype with the
closed-loop control is designed for test, and both simulation and experimental
results are given to demonstrate the effectiveness of the proposed converter.

Keywords: DC/DC converter � High step-up voltage ratio � Switched-capacitor
Switched-inductor

1 Introduction

Nowadays, renewable energy resources such as fuel-cell, wind, photovoltaic
(PV) systems have been significantly increased due to the impact of energy crisis and
environmental pollution. In the renewable energy generation systems, a conventional
boost converter is normally used for boosting voltage [1–3]. Theoretically, the boost
converter can generate an infinite voltage gain when the duty ratio will tend to 1.
However, the voltage gain of the boost inverter can maximally operate in 5–6 times of
the input voltage in practical applications because the effects of on diodes, switches,
and parasitic components of capacitors and inductors [4–6].

In order to increase the boost ability and the conversion efficiency, many high boost
converter topologies have been introduced. The cascade boost converter can reach the
requirements of the renewable energy resources applications [7, 8]. Although these
converters have relatively high efficiency, but the complex combination and high
components will be the major drawbacks of them. Recently, the switched-capacitor
(SC), switched-inductor (SL), hybrid SC/SL techniques are used to achieve high
step-up voltage gain [9, 10]. A non-isolated boost converter with multi-cell SC is
proposed in [11]. Its advantages are transformer-less high conversion gain and modular
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structure. However, the use of SC technique will cause a high surge current. Based on
the coupled inductor technique, several boost converters in [12–14] can improve boost
capability and reduce the sizes. Their conversion efficiency is, however, reduced
because the losses associated with leakage inductors. In addition, these topologies
sustain a high voltage rated switch and suffer from electromagnetic interference (EMC).
Single switch isolated boost converters using magnetic coupling such as fly-back
converter or single-ended primary inductance converter (SEPIC) are proposed in
[15, 16]. In fact, these converters can easily reach a high boost gain by increasing the
turn ratio of the transformer. However, the leakage inductance of the transformer and
voltage spike are inevitable and the voltage stress on the main switch will be increased.
In [17], a 3-Z-network boost converter including three active Z-networks is presented
to achieve high voltage gain. But its voltage gain may be still not enough for many
applications that needs a stronger voltage gain. Additionally, a large number of diodes
are used for the Z-network, they will reduce the conversion efficiency with an extre-
mely high duty cycle. Some voltage lift techniques are proposed in [18, 19]. A high
boost factor can be obtained by the transferred energy from the intermediate capacitor,
but both capacitor voltage stress and current stress are significantly increased.
A combination of SL/SC technique in [9] and active network [20] is proposed in
[21, 22]. These converters not only extend the voltage gain but also reduce the voltage
stress on the switching device. However, these converters contain high voltage stress
on the main switching and high conduction loss.

In this paper, a new non-isolated boost converter with high boost ability and low
voltage stress on the main switch is proposed. The proposed converter uses a hybrid
SC/SL technique to couple with an active switched network. In this topology, a
symmetrical impedance structure is employed and two switches control the same gating
signal. The proposed converter is very suitable in applying to low input voltage of PV
or fuel-cells. The operation principle, steady state analysis, and comparison with dif-
ferent ASN boost converters are given. A 100 W laboratory prototype is designed for
test. Both simulation and experimental results are given to demonstrate the effective-
ness of the proposed converter.

Main applications of the proposed converter will be in the renewable energy systems
such as the PVor Fuel-cell applications.A typical application of the proposed converter in
the PV distributed system is presented in Fig. 1. In this system, the output voltage of solar
panels is often low dc voltage and uncontrollability due to the influences of environment,
so the dc output voltagemust be boosted and regulated via a step-up stage. Then, a desired
output voltage is obtained and connected to a dc load or utility grid connected inverter.

Fig. 1. Typical application of the proposed converter in PV distributed system
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2 Review of Active-Switched Network Boost Converters

In this study, the existed active-switched network ASN boost converters topologies are
reviewed and analyzed. Figure 2 shows the basic ASN boost converter [20] and
SC-ASN boost converter [21].

The ASN boost converter concludes two inductors (L1, L2) with the same induc-
tance value and two active switches (S1, S2) with the same gating signal as shown in
Fig. 2(a). During the on-state of the switches, two inductors are charged by the input
source and during the off-state, two inductors are delivered energy to the load.

The boost factor of the ASN boost converter is defined as follows

B ¼ 1þD
1� D

ð1Þ

The SC-ASN boost converter is shown in Fig. 2(b) with a high boost factor. In this
converter, the C2 capacitor is charged while C1 and C3 are discharged during the
switches are turned on. During the off-state, C1 and C3 are charged whereas C3 is
discharged. The boost factor of the SC-ASN converter is be calculated as

B ¼ 3þD
1� D

ð2Þ

Figure 3 shows two kinds of the improved ASN boost converter. The Fig. 3(a)
proposes the SL-ASN boost converter with a symmetrical structure [21, 22]. In this
topology, four inductors are charged by the input source during the on-state of the
switches and discharged to the load during the off-state of the switches. In the SL-cell,
two inductor is in series during the on-state of switches and in parallel during the off-state
of switches. The boost factor of the SL-ASN converter can be calculated as follows

B ¼ 1þ 3D
1� D

ð3Þ

(a) (b)

Fig. 2. Active-switched network converter: (a) ASN boost converter, (b) SC-ASN converter
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The SC/SL-ASN converter is shown in the Fig. 3(b). The higher boost factor can be
achieved with both SL and SC technique. The boost factor of the SL/SC ASN boost
converter can be expressed as

B ¼ 3þ 5D
1� D

ð4Þ

3 Operating Principle of the Proposed Converter

In the Fig. 4, the proposed hybrid SC/SL-ASN converter based on the ASN converter
is proposed. It is a combination between the active switched network and two hybrid
SC/SL-cells. The switching action of the switches will be changed the connection of
the hybrid SC/SL-cells.

The operating principles in continuous-conduction mode (CCM) of the proposed
converter will be discussed in this section. Figure 5 illustrates the operating modes
during one switching period and the theoretical waveforms for one switching cycle are
given in Fig. 6. For simplicity the analysis of the operating principles, the following
assumptions are considered: (1) the capacitors of the proposed converter is large
enough so that the voltage on them are assumed to be constant. (2) the switches and
diodes are ideal components.

(a) (b)

Fig. 3. Improved ASN boost converters: (a) SL-ASN converter and (b) SC/SL-ASN converter

Fig. 4. SC/SL-ASN boost converter
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(1) In mode 1 [t0 − t1]. During this interval, two switches S1 and S2 are turned on,
while diodes D1, D2, and D0 are reverse biased. The equivalent circuit is shown in
Fig. 5(a). Four inductors L1, L2, L3 and L4 are charged by C1, C2, C3 and C4,
respectively. The capacitor C0 is delivered to the load.

Because the symmetrical characteristic of this converter (C1 = C2 = C3 = C4 and
L1 = L2 = L3 = L4). The following equations can be given as

vL1 ¼ vL2 ¼ vL3 ¼ vL4 and VC1 ¼ VC2 ¼ VC3 ¼ VC4 ð5Þ

Based on the KVL, we have

vL1 ¼ VC2 þVin ð6Þ

(2) In mode 2 [t1 − t2]. During this interval, two switches S1 and S2 are turned off,
while diodes D1, D2, and D0 are forward biased. The equivalent circuit is shown in

(a) (b)               

Fig. 5. Operating states of the proposed SC/SL-ASN boost converter in CCM. (a) Mode 1
(t0 − t1). (b) Mode 2 (t1 − t2).

Fig. 6. Theoretical waveforms of the proposed SC/SL-ASN boost converter in CCM
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Fig. 5(b). Four inductors L1, L2, L3 and L4 are released the energy to the capacitor C0

and the load.
Based on the KVL, the following equations can be derived as

vL1 ¼ �VC1 ¼ Vin � Vo

4
ð7Þ

Vo ¼ Vin þVC1 þVC2 þVC3 þVC4 ð8Þ

By applying the voltage-second balance principle to the inductor L1, the following
relationships can be obtained.

VC1 ¼ VC2 ¼ VC3 ¼ VC4 ¼ 1
1� 2D

Vin ð9Þ

Vo ¼ 1þ 2D
1� 2D

Vin ð10Þ

From (10), the voltage gain B of the proposed converter is given as

B ¼ Vo

Vin
¼ 1þ 2D

1� 2D
ð11Þ

4 Performance Comparisons with Different ASN Converters

In this section, the performances of the proposed converter and the existing boost
converter topologies are compared. We assume that all converters are operated with the
same condition.

Comparison of the number of components used in the proposed converter and
different ASN boost converters are presented in Table 1. From this table, all the
converters used two active switches. In compared with the SC/SL-ASN converter, the
proposed converter used lower six diodes and more two capacitors. But, the voltage
gain is stronger than that of the SC/SL ASN converter.

Table 1. Performance comparison with different ASN converters

Converters Proposed SC/SL-ASN SC-ASN SL-ASN

Inductor 4 4 2 4
Capacitors 5 3 3 1
Diodes 3 9 3 7
Switches 2 2 2 2
Voltage gain 1þ 2D

1�2D
3þ 5D
1�D

3þD
1�D

1þ 3D
1�D

Voltage stress 2ðBþ 1Þ
Bþ 3

5þB
8

Bþ 1
4

Bþ 3
4
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As shown in Fig. 8, it is seen that the voltage gain of the proposed converter is
higher than that of the other converters when the duty cycle is higher than 0.4. In an
example, a fifteen times voltage gain of the proposed converter can be obtained at
D = 0.43 while the voltage gain of the SC/SL-ASN converter is only nine times. Thus,
the proposed converter can significantly reduce the current ripple and volume of the
converters (Fig. 7).

The relationship between the normalized voltage stresses across the main switches
of the proposed converter shows in Fig. 9. According to this figure, the voltage stress
on the main switch of the proposed converter is lower than that of the other ASN boost
converters. It means that a lower rating of the main switches can be used, which will
reduce the cost and improve the efficient of the converters.

5 Simulation and Experimental Results

5.1 Simulation Results

In order to verify the performances of the proposed converter, the simulations in PSIM
program based on the open loop control are presented. The circuit parameters used for
the simulation is shown in Table 2.

The simulation results of the proposed converter are presented in Fig. 10. From this
figure, it can be seen that the converter operates in CCM. Figure 9(a) shows the output
voltage is boosted to 60 Vwhen the duty cycle D = 0.3 and the input voltage Vin = 15 V.
The current inductors linearly increased during the switches are turned on and linearly

Fig. 7. Comparison of boost capability between different converters
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Fig. 8. Comparison of voltage stress between different converters

(a) (b)               

Fig. 9. Simulation results when Vin = 15 V: (a) D = 0.3, (b) D = 0.42

Table 2. Parameters used in simulation and experiment

Parameter Symbol Value

Input voltage Vin 15 V
Output voltage Vo 200 V
Maximum output voltage Po 100 W
Switching frequency fs 50 kHz
Inductors L1, L2, L3, L4 0.6 mH
Capacitors C1, C2, C3, C4 100 µF/50 V
Output capacitor Co 500 µF/250 V
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decrease during the switches are turned off. When the duty cycle is increased to 0.42, the
output voltage is boosted to 200 V. These simulation results are similar to the theoretical
calculations.

5.2 Experimental Results

A 100 W experimental prototype of the proposed converter, as shown in Fig. 10, has
been built in the laboratory to verify the theoretical analysis and to validate the simu-
lation results. The experimental parameters are used the same as the circuit parameters in
Table 1. The control board is based on the 32-bit STM32F407VGT6 microcontroller.

Figure 11 shows the experimental results of the proposed converter under different
conditions. In the Fig. 10(a), the experimental waveforms of the proposed converter
under the condition Vin = 15 V and D = 0.2, the measured value of the output voltage
is 37.4 V. Figure 10(b) shows the experimental result when the duty cycle is increased
to 0.3, the measured value of the output voltage is 55 V, which is lower than the
theoretical value is 60 V.

Fig. 10. Photograph of the experimental prototype.

(a) (b)

Fig. 11. Experimental results when Vin = 15 V: (a) D = 0.2 and (b) D = 0.3
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The performance of the proposed converter is investigated to confirm the transient
response of the output voltage under the condition of duty cycle changes from 0.2 to
0.3. It can be observed in the Fig. 12 that the variation in the output voltage is jumped
from 37 V to 55 V while the input voltage is kept at 15 V.

Figure 13 represents a comparison of the experimental and theoretical boost factor
of the proposed converter when Vin = 15 V and fs = 50 kHz. It is clearly seen that the
experimental values are agreement with the theoretical values when taking into account
the effectivity of the parasitic components on the inductors and capacitors as well as the
forward voltage drop of the diodes. The differences between the calculated values and
the experimental values are an increasing trend as the use of a higher duty cycle.

Fig. 12. Experimental results in transient response when duty cycle changes from 0.2 to 0.3

Fig. 13. DC voltage gain of the proposed converter
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6 Conclusions

In this paper, a high boost capability converter is introduced to the renewable energy
systems such as PV systems. The proposed converter uses two active switches and a
symmetrical structure with two hybrid switched-capacitor/switched-inductor cells. The
proposed converter can obtain a high voltage gain, with transformerless conversion, and
also sustain low voltage stress across all main switches. Operation principles and its
features have been discussed in the paper. Comparisons between the proposed converter
and the existing active switches boost converters, the proposed converter has a higher
voltage gain for D � 0.4 as well as a lower voltage stress across the active switches,
which requires a lower-voltage-rated MOSFET switch with a smaller drain-to-source
resistance and can use Schottky diodes to reduce the reverse-recovery current problem.
Thus, the proposed converter can be a competitive alternative for real applications where
a high voltage capability is required. Finally, both simulations and experimental results
are carried out to verify the functionality and the theoretical analysis.
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Abstract. There is considered implementation of the plan-ahead share-key
deniable encryption algorithms that produce the cryptogram that satisfy criterion
of the computational indistinguishability from probabilistic encryption of the
fake message. This paper introduces a general design of the pseudoprobabilistic
block ciphers. The proposed method includes encryption of the secret message
block and the fake message block followed by a transformation procedure
mapping the pair of intermediate ciphertext blocks into a single block of the
output ciphertext. The transformation procedure represents solving the system of
two linear congruencies.

Keywords: Block cipher � Plan-ahead Shared-key
Pseudo-probabilistic cipher � Symmetric Deniable Encryption

1 Introduction

The notions of public-key deniable encryption and of shared-key deniable encryption
were introduced by Canetti et al. in 1997 [1]. These important cryptographic primitives
are applied in cryptographic protocols to resist coercive attacks. In the concept of
deniable encryption there are considered sender-deniable, receiver-deniable, and
sender-and-receiver-deniable (bi-deniable) schemes in which coercive adversary
attacks the party sending message, the party receiving message, and the both parties,
correspondingly. In the model of the coercive attack it is supposed that coercive
adversary has power to force a party or the both parties simultaneously to open the
cryptogram (ciphertext) after it has been sent.

Paper [1] initiated a lot of investigations on developing secure and efficient methods
for public-key deniable encryption [2] in which no pre-shared information is used. Some
of papers propose public-key deniable encryption combined with sharing secrete key (the
sender and the receiver initially share a common secret key) and plan-ahead encryption
(the fake message is selected at the stage of encryption) [3, 9, 10]. Detailed attention of
the researchers to this direction in the area of deniable encryption is explained by the
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applicability of the public key deniable encryption to prevent vote buying in the
internet-voting systems [4] and to provide secure multiparty computations [5].

Practical applications of the plan-ahead shared-key deniable encryption can be
attributed to the case of the information protection against unauthorized access in
computer and communication systems in the case of coercive attacks. As it is set in [1]
for some models of such attacks “plan-ahead shared-key deniability is trivially solved:
use different keys, and construct the ciphertext as concatenation of encryption of all
messages, where the ith message is encrypted using the ith key”.

The present paper considers the coercive-attack model against which this trivial
construction is not applicable. To resist the proposed coercive attack, the paper pro-
poses the plan-ahead shared-key deniable encryption methods producing cryptogram
that is computationally indistinguishable from the ciphertext produced by some
probabilistic cipher. The paper introduces design of pseudo-probabilistic block ciphers
that satisfy the last criterion.

The organization of the paper is as follows. Section 2 describes the model of the
coercive attack and criteria used for designing pseudo-probabilistic block ciphers.
Section 3 proposes a simple method for pseudo-probabilistic block encryption.
Section 4 introduces pseudo-probabilistic encryption algorithms satisfying an addi-
tional criterion of using the same decryption algorithm for disclosing both the secret
and the fake message. The probabilistic encryption algorithms associated with the
pseudo-probabilistic ones are presented in Sect. 5 followed by concluding Sect. 6.

2 Model of Adversary and Design Criteria

It is assumed that after ciphertext has been sent the adversary has possibility to force
both the sender and the receiver to open the following:

– The plaintext corresponding to the ciphertext;
– Encryption and decryption algorithms;
– The encryption key with which encryption of the opened message yields all bits of

the ciphertext.

Thus, in the considered model of the coercive attack the sender and the receiver are
coerced to open parameters and algorithm of the ciphering procedure with which each
bit of the sent ciphertext has been produced depending on the opened message
(plaintext).

Security against the described attack can be provided using the symmetric deniable
encryption (SDE) algorithm that produces the ciphertext like cryptogram produced as
result of probabilistic encryption of the fake message with fake key. The ciphers
satisfying the last criterion are called pseudo-probabilistic ciphers (PPC). Construction
of the symmetric PPC can be implemented using the following design criteria:

– Symmetric deniable encryption should be performed as simultaneous encryption of
two messages, secret one and fake one, using secret and fake keys (which are shared
by sender and receiver);

– A probabilistic encryption algorithm should be associated with the SDE algorithm;
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– The associated probabilistic encryption algorithm should transform the fake message
with the fake key into the same ciphertext that is produced by the SDE algorithm;

– Using the fixed-size shared keys should provide performing secure SDE of mes-
sages having arbitrary length.

The parties of secure communication protocol can chart plausible that they used the
probabilistic encryption to get higher resistance to potential attacks. Indeed, mixing the
encrypted data with random data makes cryptanalysis more difficult. Next section
describes a method for implementing pseudo-probabilistic block ciphering on the base
of deterministic block encryption functions.

3 Simple Method for Pseudo-probabilistic Block Encryption

3.1 Method for Probabilistic Block Encryption

Suppose E be a b-bit encryption function, T be a p-bit block of plaintext, and R be a u-
bit random block, where u = b – p. The b-bit input data block B can be formed as
follows B = R||T, where the sign || denotes the concatenation operation of two binary
vectors, R and P:

P ! B ¼ RjjT ! C ¼ EK Bð Þ:

where K is the encryption key. Since the size of the plaintext block T is smaller than the
ciphertext block, the last formula maps the given block of the plaintext block T on a
large set of ciphertext blocks {C1, C2, …, Cn}, where n = 2u.

The general scheme of a probabilistic block cipher with such simple mechanism of
concatenating a random bit string to plaintext block is illustrated in Fig. 1. The random
number generator (RNG), like the encryption algorithm implementing the encryption
function E, represents an internal part of the encryption device. It is assumed that the
RNG is located in a protected part of the encryption device, and that a potential
adversary cannot replace it. Thus, it is supposed that adversary has no possibility to
manipulate the R value. Such assumption is acceptable, since encryption devices are
designed so as to provide protection against encryption algorithm substitution, as well
as against reading and copying the key. When decrypting a ciphertext block, the valid
user (who knows the secret key) computes the data block B = R||T block and then the
R value is discarded and the data block T of the original message is obtained.

When choosing different values of the b/p ratio, one can control performance and
security of the such probabilistic encryption. Roughly speaking, the greater this ratio,
the greater the security level. If the function E provides encryption rate s0, then the
speed of the probabilistic encryption is s = s0(b – r)/b. Using such probabilistic
encryption mechanism it is possible to provide resistance to potential future attacks
based on unforeseen weaknesses of the encryption function E. Besides, such proba-
bilistic mechanism can be also used to protect against possible attacks using trapdoors
in block ciphers. However the probabilistic encryption procedure outputs ciphertext
blocks that have size larger than the size of input data blocks. To compensate for the
expansion effect, one can compress the source message before performing encryption.
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One can also note that the compression of data before performing data encryption
increases additionally resistance against ciphertext attacks.

3.2 Probabilistic Mixing Data Bits with Random Bits

The described above simple probabilistic encryption mechanism, based on generating a
ciphered data block by combining random and data bits, can be used to increase
encryption security when using many of the known block cryptoalgorithms. In regard
to many types of attacks and well known block ciphers it is sufficient to define a
relatively small ratio of random bits to data bits. However, for ciphers vulnerable to
differential and linear cryptanalysis, strengthening on the basis of this probabilistic
encryption method can require a significant increase the portion of random bits, which
will result in noticeable reducing the data encryption performance, and significant
increase of the ciphertext size.

Let us consider some variants of making the probabilistic encryption method more
effective for a small portion of random bits when using encryption procedures with
good diffusion properties, but possibly, with unexpected vulnerabilities to differential
and linear analysis.

The probabilistic block encryption scheme shown in Fig. 1 can be complemented
with a non-deterministic mix of random and data bits. To implement this idea, a
random binary vector is divided into two parts with a pre-specified length: R = R1||R2.
Then, prior to carrying out encryption transformations over the R2||T binary vector, a bit
permutation is done, which depends on the R1 random value that specifies randomly
mixing the bits of the message T and those of the R2 random value. For bit mixing, it is
possible to use controlled operational permutation boxes P, used earlier as a basic
cryptographic primitive to design secure fast ciphers [8]. The permutation performed
by a P box depends on the value of the control vector V that is generated depending on
R1. The sequence of transformations in a variant with a random combination of data
and random bits (see Fig. 2) is as follows:

T ! R2jjT ! PV R2jjTð Þ ! R1jjPV ðR2jjTÞ ! EK R1jjPV ðR2jjTð ÞÞ:

RNG

E

T

R

K

C

Fig. 1. The basic scheme of probabilistic block encryption.
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In typical P boxes, the length v of the V control vector is at least twice the length of
the R2||T (r2 + t) vector being transformed. In this case, it is assumed that the
r1 < r2 + t < v condition is true, so the control vector can be created, for example, by
repeatedly replicating the R1 vector (V = R1||…||R1||R1), or by alternating R1 and the K1

fragment of the private key (V = R1||K1||R1||K1). In the latter case, mixing the bits of R2

and T is done probabilistically, depending on the private key. Increasing the security
against differential and liner cryptanalysis is connected with the probabilistic distri-
bution of the data bits over the bit positions of the data block being encrypted. For
example, when performing a chosen-plaintext differential analysis, the probability of
getting two data blocks with a given difference is significantly small for r1, r2 = 8.
When b = 64 and 128, this corresponds to a rather small portion of random bits (25%
and 12%, respectively).

The second way of making a simple probabilistic encryption scheme more secure is
related to the idea of pre-encrypting an original text T using a randomly generated value
R as a one-time pre-encryption key (see Fig. 3). The transformation sequence is the
following:

T ! E0
R Tð Þ ! E00

KðRjjE0
R Tð ÞÞ:

RNG

EK

T

C

PV

V

R2

R1

Fig. 2. A scheme with a probabilistic mixing random and data bits.

RNG

E'

E"
K

C

R

T

Fig. 3. Probabilistic block encryption scheme including pre-encryption of the source data block.
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Strengthening is done using additional transformations with some single-use key
whose repetition probability is about 2–r during attacks based on the chosen values
T and C (due to sufficiently good diffusion properties of E00 encryption procedures).
When doing the pre-encryption, the basic scheme of probabilistic encryption can be
used, which will lead to the following transformation sequence (see Fig. 4):

T ! R2jjT ! E0
R1 R2jjTð Þ ! E00

KðR1jjE0
R1 R2jjTð ÞÞ:

This case relates to the third variant of increasing security, and it is a generalization
of the first variant, in which mixing up random and data bits can be considered a special
case of encrypting transformation.

For a hardware implementation, the first variant is the most cost-effective,whilethe
second and third variants are the most cost-effective for a software implementation.
From the standpoint of increasing security, the third variant is best. In general, the
increase in security in the variants discussed is related to the fact that the ratios that
connect the T and C pairs of values also include a random (pseudo-random) value
R during chosen-plaintext T attacks (chosen-plaintext C attacks).

These probabilistic encryption methods seem to be quite effective for insuring
against unexpected weaknesses of the encryption algorithm used, and against built-in
trapdoors. Expanding the ciphertext block puts significant limitations on using prob-
abilistic ciphers in computer systems. To compensate for the expansion effect, it is
possible to compress the original message beforehand. In some cases, this method
makes it possible to design probabilistic ciphers in which the ciphertext length is equal
to the length of the original message. Besides which, compressing data before they are
encrypted significantly increases the security of the encryption. For many applications
in telecommunication systems, this variant of probabilistic encryption can be used
without significant limitations.

RNG

E'

E"
K

C

R

T

R1
R2

Fig. 4. Two-stage probabilistic encryption.
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3.3 A Simple Method for Pseudo-probabilistic Block Encryption

The described variants of implementing the probabilistic block encryption can be easily
transformed into methods for pseudo-probabilistic block encryption. Indeed, one can
replace the PRNG by the block encryption algorithm E* performing encryption of the
secret message T* with the key K*. If the algorithm E* provides sufficiently high
security then the output ciphertext blocks can be used as random bit string R in the
probabilistic encryption schemes shown in Figs. 1, 2, 3 and 4. At such modification the
data blocks are considered as blocks of some fake message that is encrypted simul-
taneously with the secret message blocks T*.

At time of the coercive attack the sender and the receiver of the secret message have
possibility to cheat plausible they used probabilistic block encryption algorithm. They
will open the fake message and the encryption key K with which the fake message was
encrypted. The coercer can decrypt the intercepted ciphertext with key K and obtain the
fake message. He is also able to get pseudo-random bit strings R*, but for him is
computationally infeasible to distinguish the pseudo-random values R* from random
ones and to demonstrate that the ciphertext contains one message more.

In the next section we consider pseudo-probabilistic block encryption methods that
satisfy an important additional requirement to deniable encryption schemes, which
provides security to coercive attacks with measuring the decryption time. The addi-
tional requirement is formulated as performing decryption of both the secret message
and the fake message with the same decryption algorithm.

4 Method for Pseudo-probabilistic Block Encryption

It is proposed to implement pseudo-probabilistic encryption as simultaneous ciphering
two messages Mess1 (fake) and Text2 (secret) the equal size using the shared keys
(K1, m1) and (K2, m2), where K1 and K2 are keys of some block cipher E with v-bit
input; m1 and m2 are two mutually prime numbers. The messages are divided into v-bit
data blocks: Mess1 = (M1, M1, …, Mz) and Text2 = (T1, T1, …, Tz) and then pairs of
the respective blocks Mi and Ti are consecutively encrypted as follows:

1. Using the block cipher E and key K1, it is encrypted the block M of the first
message: CM = EK1(M).

2. Using the block cipher E and key K2, it is encrypted the block T of the second
message: CT = EK2(T).

3. Using additional secret values m1 and m2 compute the block C of output ciphertext
as solution of the following system if two congruencies

C � CM mod m1

C � CT mod m2
;

�
ð1Þ

where blocks CT and CM of the intermediate ciphertexts are interpreted as binary
numbers; m1 and m2 are mutually prime numbers having size v + 1 bits. The size of the
output ciphertext block C is equal to 2v + 2 bits (i.e. the size of the block C is two bits
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larger than the sum of sizes of the blocks CT and CM). Solution of the system (1) is
described as follows:

C ¼ CMm2 m�1
2 mod m1

� �þCTm1 m�1
1 mod m2

� �� �
mod m1m2:

The values m2(m2
−1 mod m1) and m1(m1

−1 mod m2) can be pre-computed at moment
of generating the secret keys, therefore the main contribution in computational diffi-
culty of calculating the value C is defined by the operation of dividing the value in
square brackets by the modulus m1m2.

From practical point of view it is preferable to use the pseudo-probabilistic block
encryption method that outputs the ciphertext block that have size equal exactly to
2v bits. This requirement can be met using the procedure of combining two blocks CT

and CM into one block C which consists in solving the following system of two
congruences defined over binary polynomials:

C � EK1 Mð Þmod l xð Þ
C � EK2 Tð Þmod k xð Þ

�
; ð2Þ

where l(x) and k(x) are mutually irreducible binary polynomials of the degree v (these
two polynomials are secret elements); the v-bit blocks CT and CM of the intermediate
ciphertexts are interpreted as binary polynomials of the degree v – 1. Solution of
system (2) represents the binary polynomial of the degree 2v which is given by the
following formula:

C ¼ EK1 Mð Þk xð Þ k�1 xð Þmod l xð Þ� �þEK2 Tð Þl xð Þ l�1 xð Þmod k xð Þ� �� �
mod l xð Þk xð Þ:

Like in the first block encryption method, the polynomials k−1(x) mod l(x) and
l−1(x) mod k(x) can be pre-computed to increase the encryption rate.

The related decryption algorithms are evident for the described two variants of the
proposed pseudo-probabilistic block encryption method.

Decryption algorithms connected with the pseudo-probabilistic encryption algo-
rithms described in this section coincide with the decryption algorithms connected with
the associated probabilistic encryption algorithms (see Sect. 5).

5 Associated Probabilistic Block Encryption Algorithms

Let us show that the block encryption method described in Sect. 3 met criterion of
computational indistinguishability from probabilistic block encryption. For this purpose
one should propose a probabilistic block encryption algorithm such that, when being
applied to encrypt the fake message, it can potentially produce the ciphertext coinciding
with the ciphertext produced by the pseudo-probabilistic block encryption algorithm.

Probabilistic block encryption algorithm associated with the PPC including pro-
cedure of solving the system of congruences (1) is described as follows. The fake key
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represents the pair of secret values (K1, m1). To encrypt the fake message data block
M the following steps are performed:

1. The data block M is encrypted with the block cipher algorithm E: CM = EK1(M).
2. It is generated a random value R < 2v and a random prime number r such that

2v < r < 2v + 1.
3. It is computed the output ciphertext block C as solution of the following system of

congruences

C � CM mod m1

C � Rmod r

�
; ð3Þ

It is easy to see that the arbitrary value C* such that C* � CM mod m1 can be
obtained as solution of system (3) at different pairs of the values R < 2v and r < 2v + 1.
Indeed, let us select a random number r* such that 2v < r* < 2v + 1. The respective
value R* is computed as R* � C* mod r.

Decryption of the ciphertext block is performed as follows.
Algorithm for disclosing the fake message.

1. Compute the intermediate ciphertext block CM:CM = C mod m1.
2. Compute the data block M:M = EK1

−1(CM).

Algorithm for disclosing the secret message.

1. Compute the intermediate ciphertext block CT:CT = C mod m2.
2. Compute the data block T:T = EK1

−1(CT).

Probabilistic block encryption algorithm associated with the PPC including pro-
cedure of solving the system of congruences (2) is described as follows. The fake key
represents the pair of secret values (K1, l(x)). Encryption of the data block M of the
fake message is performed as follows:

1. The data block M is encrypted with the block cipher algorithm E:CM = EK1(M).
2. It is generated a random binary polynomials k(x) (of the degree equal to v or less)

and q(x) (of the degree v + 1).
3. It is computed the output ciphertext block C as solution of the following system of

congruences (the ciphertext block CM is considered as binary polynomial):

C � CM mod l xð Þ
C � k xð Þmod q xð Þ

�
; ð4Þ

Evidently, a bit string C* such that C* = CM mod l(x) can be obtained as solution
of system (4) at different pairs of the polynomials k(x) and q(x). Indeed, for arbitrary
polynomial q(x) of the degree v + 1 the related polynomial is k(x) = C* mod l(x).
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Decryption of the ciphertext block is performed as follows.

Algorithm for disclosing the fake message.

1. Compute the intermediate ciphertext block CM:CM = C mod l(x).
2. Compute the data block M:M = EK1

−1(CM).

Algorithm for disclosing the secret message.

1. Compute the intermediate ciphertext block CT:CT = C mod k(x).
2. Compute the data block T: T = EK2

−1(CT).

6 Conclusion

It has been proposed to construct the block deniable encryption as process of
pseudo-probabilistic block encryption of secret and fake messages. At time of the
coercive attack the sender or/and receiver open the fake message and fake encryption
key and declare their using the probabilistic block encryption of the opened message.
The coercer is computationally unable to distinguish the intercepted ciphertext from
ciphertext produced by probabilistic encryption. The proposed deniable encryption
method is fast and provides bi-deniability (resistance to simultaneous attack on both the
sender and the receiver of the message).

The main result of the paper is its contribution to the class of pseudo-probabilistic
ciphers to which one can attribute the proposed block crypto schemes and introduced
earlier pseudo-probabilistic stream ciphers [6, 7].
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Abstract. Incipient fault diagnosis is essential to detect potential
abnormalities and failures in industrial processes which contributes to
the implementation of fault-tolerant operations for minimizing perfor-
mance degradation. In this paper, an innovative method named Self-
adaptive Entropy Wavelet (SEW) is proposed to detect incipient trans-
verse crack faults on rotating shafts. Continuous Wavelet Transform
(CWT) is applied to obtain optimized wavelet function using impulse
modelling and decompose a signal into multi-scale wavelet coefficients.
Dominant features are then extracted from those vectors using Shannon
entropy, which can be used to discriminate fault information in differ-
ent conditions of shafts. Support Vector Machine (SVM) is carried out
to classify fault categories which identifies the severity of crack faults.
After that, the effectiveness of this proposed approach is investigated in
testing phrase by checking the consistency between testing samples with
obtained model, the result of which has proved that this proposed app-
roach can be effectively adopted for fault diagnosis of the occurrence of
incipient crack failures on shafts in rotating machinery.

Keywords: Fault diagnosis · Shaft · Continuous Wavelet Transform
Shannon entropy · Multi-class SVM

1 Introduction

Fault diagnosis of rotating machinery has been drawn a great deal of atten-
tions for meeting the increasing demands on reliability and safety of industrial
systems subjected to latent process and component failures due to complex work-
ing conditions (e.g., increasing speed, power and load). As a result, significant
development in operating stress can lead to premature shaft failures in rotating
machinery which may cause performance degradation and even dangerous situa-
tions [1]. Hence, it is paramount to continuously monitor and diagnose conditions
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of rotating shafts and finally enhance the confidence of industrial system reliabil-
ity and safety. In recent decades, vibration monitoring has been widely applied
in the field of fault diagnosis in rotating machinery [2]. Continuing efforts has
been dedicated to reducing magnitude and redundant information in original sig-
nals by means of using advanced techniques of signal processing [3]. Fast Fourier
transform and short time Fourier transform are two classical approaches for sig-
nal decomposition; however their performances are limited by the finite window
size which is not suitable to analyze non-stationary and non-linear vibration
signals. To solve this problem, the advent of Wavelet Transform (WT) provides
a powerful technique for characterizing a variety of conditions from both time
and frequency domains. To be more specific, WT enjoys good time and poor
frequency resolutions at high frequencies, and good frequency and poor time
resolutions at low frequencies. Therefore, WT has been successfully applied
for fault detection and diagnosis of rotating machinery [4,5]. Among wavelet
analysis, Continuous Wavelet Transform (CWT), Discrete Wavelet Transform
(DWT), Wavelet Packets Transform (WPT) are widely used for decomposing
signals into specific frequency spectrum ranges of interest. For analyzing crack
faults on shafts, CWT coefficients were applied in [6,7] by analyzing sub-critical
peaks and phase angles. Crack depth and growth were analyzed and identified
using envelop analysis and DWT based on acoustic emission in [8]. Apart from
CWT and DWT, WPT was also adopted with time-frequency features for crack
detection in [9–11], which benefits from appropriately decomposing frequency
spectrum into the same bands with detail and approximate coefficients.

Generally, in signal-based fault diagnostic approaches, features of monitored
signals are extracted to reduce redundant information and analyze correspond-
ing patterns, which can be in time and/or frequency domains, and nonlinear
features [12]. Among those, entropy analysis is an appropriate and widely used
indicator that enjoys advantages in discriminating changes in different condi-
tions of shafts by quantifying the uncertainty in times series. One of the mostly
encountered feature is Shannon Entropy (ShanEn) [13], which is a quantita-
tive measure of unpredictability and irregularity in a system. It only takes into
account that the probability of observing a specific event, in fault diagnosis,
which is the underlying signal probability distribution used for representing fault
characteristics generated from the change of different conditions of shafts.

In this paper, a Self-adaptive Entropy Wavelet (SEW) approach is proposed
for fault diagnosis of rotating shafts with breathing cracks by using CWT,
ShanEn and multi-class support vector machine (SVM). An optimized wavelet
kernel, based on impulse modelling, is applied for decomposing signals into multi-
scale coefficients vectors, which can be obtained using Particle Swarm Opti-
mization (PSO) and quasi-Newton minimization algorithms in training step for
achieving highest fault classification accuracy. After that, ShanEn features are
extracted from coefficient vectors, and then fed into SVM for training diagnostic
pattern, which is carried out for fault identification and classification. The main
contributions in this paper are concluded as follows:
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– An optimized wavelet model named SEW was presented for crack fault detec-
tion and fault diagnosis of rotating shafts by means of applying techniques of
CWT, ShanEn, and SVM. The experimental results have shown that 99.3%
fault classification accuracy can be achieved by using this proposed approach.

– The effectiveness of feature vectors obtained from coefficient vectors having
different scales on classification accuracy is evaluated and analyzed. In addi-
tion, the classification performance of SVM with four kinds of kernel functions
based the proposed method are also investigated.

The rest of this paper is organized as follows: Sect. 2 briefly summarizes
related work on shaft fault diagnosis based on wavelet analysis. Section 3 presents
the proposed approach for crack fault detection and identification on rotating
shafts. Experimental validation and results are given in Sect. 4. Finally, conclu-
sions are drawn in Sect. 5.

2 Related Work

Advances in wavelet have paved the way for the emergence of plentiful techniques
to be applied in the field of fault diagnosis. In recent decades, great efforts have
been devoted to fault diagnosis of rotating shafts in industrial machinery. A
detection method based on CWT was proposed by Babu et al. [6], in which
the amplitudes of sub-critical and critical peaks of the CWT coefficients are
considered as the crack indicators which were then fed as input to Artificial
Neural Network (ANN) for crack identification. Nagaraju et al. [7] presented
a shaft diagnosis method based on 3D wavelet, which considers both time and
frequency features of the crack faults. To be more specific, this method considers
both phase angles of different frequency components and sub-critical peaks in a
CWT plot, the experiment of which showed that this method performs better
than when only sub-critical is considered in the case. In addition, apart from been
directly applied in signal decomposition, DWT and WPT are also adopted as
preprocess techniques in signal analysis, such as band-pass filters and wavelet de-
noising tools. DWT was applied in purpose of detecting crack growth on a shaft
in [8], in collaboration with envelope analysis and acoustic emission monitoring.
In addition, a method combining WPT and Empirical Mode Decomposition
(EMD) was proposed by Bin et al. [9] to precisely characteristic features of crack
defects in specific frequency bands. Similarly, features related to WPT have been
applied in [10,11]. By using WPT, it is great convenient to decompose a signal
into approximation and detail information having the same frequency resolution.
On the other hand, WPT can be applied for de-noising signals by means of either
reconstructing coefficient vectors or thresholding methods. Table 1 summarizes
the related work on fault diagnosis of shafts using wavelet analysis in rotating
machinery.

To sum up, wavelet analysis is one of the most powerful methods of sig-
nal processing to be used for effectively detecting and identifying crack faults
in rotating shafts. In practice, the selection of wavelet kernels, decomposition
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levels, feature vectors, and classification methods has great influences on the
performance of fault identification and classification. Hence, there is still strong
need to provide innovative approaches to optimize diagnostic procedures and
improve the reliability of fault diagnostic approaches on the basis of wavelet
analysis. For this purpose, in this study, a new diagnostic method is proposed
and investigated by combining optimized wavelet function, Shannon entropy and
SVM for identifying incipient breathing crack failures on rotating shafts.

Table 1. Comparison of related work for crack fault diagnosis rotating shafts using
wavelet techniques.

Nagaraju

et al. [7]

Gu et al. [8] Bin et al. [9] Gómez

et al. [10]

Gómez

et al. [11]

Year 2009 2012 2012 2016 2016

Objects

considered

Crack depth and

position

Crack depth and

growth

10 types of rotor

failures

Crack depth

and growth

Crack depth

Wavelet

methods used

CWT DWT and HHT WPD and EMD WPD WPD

Parameters

applied

Morlet, scale 30 Daubechies 8,

level 1 to 5

Daubechies 8,

node(4,3)

Daubechies 8,

level 9

Daubechies8,

level 2 to 9

Features

selected

Phase angles

difference

between

transverse

vibrations

Peak, mean,

RMS, entropy

estimation

Bandwidth

energy of

vibration signal

spectrum

Mean, RMS Power energy

Classification

methods

ANN N/A ANN N/A ANN

Signals

monitored

Vibration Acoustic

emission

Vibration Vibration Vibration

3 Proposed Method

Aiming at fault diagnosis of rotating shafts with crack defects, in this study, a
new data-driven model was proposed named SEW approach by combining opti-
mized wavelet function using impulse modelling based CWT, ShanEn and SVM
techniques. A supervisor model is used for training and testing SEW model,
which are applied respectively for optimizing SEW model and checking the
consistency between testing samples and obtained pattern. In the former step,
PSO and quasi-Newton minimization algorithms are applied to obtain optimized
wavelet kernel function. Figure 1 presents the procedure for crack fault detection
and identification using the proposed approach.

3.1 Self-adaptive Entropy Wavelet (SEW)

Wavelet analysis is one of the most powerful signal processing techniques which
enjoys high resolutions in both time and frequency domains [4], which enjoys the
ease of interpretation at the cost of saving space using groups of non-orthogonal
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Fig. 1. Flow chart of proposed diagnostic approach.

wavelet frames to generate general symptoms. The CWT wavelet transform is
defined as follows:

CWTψ
x (γ, s) = Ψψ

x (γ, s) =
1√
s

∫
x(t)Ψ

(
t − γ

s

)
dt. (1)

where x(t) is the signal, s is the scale factor, γ is the translation parameter, Ψ(t)
is the wavelet kernel function, and it is also called the mother wavelet.

In practice, when the rotating shaft with cracked defects is operating, the
resonance or harmonic frequency components corresponding to base frequency
are most likely to appear, which show the correlation with the severity of crack
defect to some extent. Therefore, these kinds of changes in harmonic frequency
can be captured with the help of analyzing impulse models in which differ-
ences corresponding to the change of frequency in waveform can be detected.
To illustrate the effectiveness of this change case that can be effectively used for
breathing crack defects in shaft, SEW is proposed in this study. The response of
the system to the instant δ-impulse in vibrodiagnostics can be represented using
a pattern depicted as a response of the single-degree-of-freedom-system, which
can be formulated as follows [14]:

f(x) = αe−βxcos(wx + ϕ) (2)
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where f(x) is the displacement, α is the premier amplitude, w is the resonance
frequency, which is the frequency of the system fluctuation without resistance.
Taking assumption that at the impulsive start the system was at rest into con-
sideration, Eq. (2) can be applied as a mother wavelet in CWT, which can be
expressed as follows:

Ψ(x) = sin(αx + β)e−γ|x| (3)

For keeping minimum parameters in the mother wavelet, α, β, and γ are kept
to represent a system’s working state based on the theory of impulse modelling;
therefore, in this study, Eq. (2) is selected as a wavelet kernel for helping to
detect and diagnose the changes bringing in vibration signals by the occurrence
of harmonic frequency. By using CWT, a signal can be respectively decomposed
into numbers of coefficient vectors with different scales. Then the power energy
of each vector, denoted as Ei, can be obtained from following form:

Ei =
∫ +∞

−∞
|ci(t)|2dt (4)

where ci(t) is the coefficient values of a signal with the i-th scale obtained from
a vibration signal. Hence the total energy, E = {E1, E2, · · · , Em} (m repre-
sents the total number of vectors, namely the first m vectors), which generates
energy distribution in different frequency domains of rotating shafts. Then the
corresponding Shannon entropy can be defined as:

Hi = −
m∑

i=1

pi log pi (5)

where Hi is the ShanEn value of i-th coefficient vector in total m vectors with
different scales obtained from CWT method, {pi = Ei/E, i = 1, 2, · · · ,m} is the
percent of the power energy in the total energy E. Therefore, feature vector,
denoted as F , can be constructed with the first m ShanEn features, {Hi(i =
1, 2, · · · ,m)}. After that, F can be then fed into SVM for fault classification.
During this step, fitness function can be formed to optimize the proposed wavelet
model by locating best solutions that can achieve the best accuracy. In this
study, desired classification accuracy can be achieved when the values of fitness
approach to minimized solutions by means of defining the fitness function as a
negative number of resulting accuracy obtained from fault classification using
SVM classifier.

3.2 SEW Model Optimization

In the step of parameter optimization in proposed SEW model, PSO and quasi-
Newton minimization algorithms are used to locate desired parameters that can
achieve the best classification accuracy. The former is first applied to locate the
global best solutions and the later is applied to locate local solutions on the
basis of parameters obtained from the former. PSO, proposed by Kennedy and
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Eberhart [15], performs by iteratively using a population (called a swarm) of
candidate solutions (called particles) in the search-space. The swarm consists of
m numbers of particles, each of which has own velocity vi,j(t), current position
xi,j(t), and local best known position pbestj(t) (i = 1, 2, · · · ,m; j = 1, 2, · · · , n).
Each particle moves towards own best previous position and the best known posi-
tions found by other particles gbestj(t) in the search-space, which is expected to
move the swarm toward the best solutions. The standard PSO can be performed
according to the following equations:

vi,j(t + 1) = w × vi,j(t) + c1 × r1() × (pbestj(t) − xi,j(t))
+ c2 × r2() × (gbestj(t) − xi,j(t))

(6)

xi,j(t + 1) = xi,j(t) + vi,j(t + 1) (7)

where j is the n−th dimension of a particle (1 ≤ j ≤ n), the velocity is restricted
to the [−vmax, vmax] range, r1() and r2() are random numbers in the range of
[0,1], c1 and c2 are positive constants corresponding to personal and social learn-
ing factors, and w is the inertia weight. In this study, the initialize parameters
with respect to the size of swarm, inertia weight, maximum number of iterations
are selected as follows: swarm size p = 20, c1 = 2, c2 = 2, max stall iterations
tmax = 6. The search range of α, β, γ is from [0, 0, 0] to [200, 200, 200].

After global optimization, quasi-Newton minimization algorithm [16,17] is
used to locate minimum solutions around the parameters obtained from PSO,
which applies curvature information at each iteration to formulate a quadratic
model problem, which has the following form:

min
x∈Rn

f(x) =
1
2
xT Hx + bT x + c (8)

where H, the Hessian matrix, is a positive definite symmetric matrix, b is a
constant vector, and c is a constant. In this study, Broyden-Fletcher-Goldfarb-
Shanno (BFGS) method is applied to efficiently update an approximation to H,
which aims to reduce calculation so that a mount of computing time consumption
can be saved. For Hessian updating, the BFGS is generally considered as an
effective method that can be used for iteratively optimizing the search direction.
In BFGS, the formula for generating an approximation to H is described below:

Hk+1 = Hk +
qkqT

k

qT
k sk

− HksksT
k HT

k

sT
k Hksk

(9)

At each major iteration, k, a line search is performed to locate the best
solution in the direction:

dk = −H−1
k · �f(xk) (10)

This method has optimal solutions when the partial derivatives of x approach
to zero. In this paper, BFGS based quasi-Newton unconstrained minimization
serves to locate local optimized parameters after global optimization. The max
number of iterations, tmax, is set to 80, and max number of function evaluations
is 300.
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3.3 Fault Classification

Multi-class SVM is adopted for fault classification in this study. A super-
visor mode is used for data training and testing using LIBSVM Matlab
Toolbox [18,19]. A grid search method is applied to search best parameters,
namely the cost parameter c and the width parameter g in the training phrase.
Here, c and g are respectively set between 2−10 to 210. In addition, after the
data training, a 5-fold cross-validation method is used for the validation of the
proposed rotating shaft fault diagnostic approach. In a k-fold cross-validation
method, the data sets are divided into k subsets, and the holdout method is
repeated k times. After that, the average error for all k trials can be obtained
to guarantee the efficiency of fault classification.

On the basis of above mentioned techniques, the process of the proposed
approach is briefly described as follows:

Step 1: collect vibration signals from different conditions of rotating shafts and
separate data into training data sets and testing data sets respectively.
Step 2: signals are normalized to make the signals comparable regardless of
differences in magnitude using the following equation:

Xi =
x − x̄

σ
(11)

where x is the i−th element of the signal, x̄ and σ are the mean and standard
deviation of elements in the given signal respectively.
Step 3: initialize three parameters (α, β and γ), and then decompose vibration
signals using this proposed SEW model.
Step 4: extract entropy features using SE from the first m coefficient vectors
corresponding to a given signal and construct a feature vector F with the energy
as element according to Eq. (5):

F = [H1,H2,H3, · · · ,Hm] (12)

Step 5: carry out the training and testing procedure of SVM. After that, the
testing accuracy of fault classification using current SEW model and SVM can
be obtained, the negative value of which can be formed as fitness function. If
this is not the best solution, then take next round of optimization. Otherwise,
stop optimization and output SEW and SVM models.
Step 6: perform PSO optimization by iterating steps 3–5 and updating the global
best solutions having the minimum fitness value, which means high classification
accuracy.
Step 7: update SEW model with global best solutions obtained from PSO opti-
mization, and then quasi-Newton minimization algorithm is used to find local
minimums of fitness function and obtain local desired solutions by repeatedly
perform steps 3–5. After PSO and quasi-Newton optimization, SWE model with
optimized α, β and γ can be adopted as wavelet kernel with SVM model obtained
for fault diagnosis of rotating shafts using the proposed approach.
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4 Experimental Study

In this section, the experimental test rig is first introduced, and the results and
effectiveness of the proposed approach are then presented and discussed.

(a) PT 500 test rig [20] (b) Simulating kit for crack fault

Fig. 2. PT 500 experimental test rig and corresponding crack detection in rotating
shaft kit.

4.1 Experimental Setup

In this study, PT 500 machinery diagnostic system [20] is used to collect vibra-
tion signals generated from healthy and cracked shafts respectively, as shown in
Fig. 2. The fault kit applied is composed of motor assembly, motor control unit,
shaft, flange, belt drive kit, and computerised vibration analyser. The control
unit is used to collect speed and horsepower data. The piezo-electric sensor and
measurement amplifier are used for acceleration measurement. Besides, comput-
erised vibration analyser is used to measure the horizontal vibration signals.
This test rig allows to simulate the characteristic behaviour of a shaft with a
crack using asymmetrical flange connection. Tightening the flange connection
with spacer sleeves gives a connection that is either loose or secure, which can
very closely resembles the behaviour of a breathing crack in the shaft.

In this experiment there are in total five conditions of shaft were considered
(denoted as H, C1, C2, C3 and C4) for evaluating and recognizing the health
conditions of rotating shafts with breathing crack defects. To be more specific,
0, 1, 2, 3, 4 numbers of loose screws were used respectively to form loose con-
nection and finally closely simulate the breathing cracks in the rotating shafts.
For each condition, 300 data sets were used; therefore the total number of data
sets includes 1500 data sets, each of which is a section of vibration signal con-
taining 2000 sampling points. Hence, the entire data set was split into two data
sets, namely 750 data sets for training and 750 data sets for testing respectively.
Vibration data was captured at a sampling frequency of 8 kHz at 1850 r.p.m. In
this experiment, the basic frequency is 30 Hz.
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Fig. 3. Typical original vibration signals with five conditions.

Fig. 4. Frequency spectrums obtained from vibration signals using FFT

4.2 Results and Analysis

Typical vibration signals with five conditions (i.e., H and C1–C4) generated
from the rotating shaft are presented respectively in Fig. 3, the corresponding
frequency spectrum of which using FFT are shown in Fig. 4. As can be seen,
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resonance frequencies gradually appear with the increasing depth of breathing
cracks. For instance, the magnitude of 60 Hz in crack conditions are apparently
greater than that in H condition.

(a) Mean values using Morlet (b) Mean values using Mexican hat

(c) Mean values using Daubechies8 (d) Mean values using SEW

Fig. 5. Mean energy values of coefficients with the first 40 scales using four wavelets.

After vibration data acquisition, the proposed methodology, described in
Sect. 2, was implemented to investigate the performance of wavelet kernel and
feature extraction using different scale numbers. For this purpose, the predic-
tion accuracy using six wavelet kernels on the shelf (e.g., Morlet, Mexican hat,
and Daubechies) and proposed SEW wavelet kernel were evaluated and com-
pared in ability of discriminating fault information among various conditions of
shafts. Besides, taking optimization time consumption into consideration, the
coefficient vectors with the first 40 scales were applied to evaluate the influence
of scale numbers on classification accuracy. Firstly, after CWT decomposition,
the performance of feature extraction using three existing functions and the pro-
posed SEW function is compared and presented in Fig. 5. It can be seen that
mean values of features representing five conditions can be clearly recognized and
distinguished by using Shannon entropy. Interestingly, in the right two figures,
the mean values of features sharply rise to the submit around 10 scale number,
and then gradually decrease and finally keep steady. After 20, the normalized
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energy of each condition is no more than 0.1 value. In addition, the analysis
of time-frequency domains of vibration signals generated from five conditions
of rotating shafts using CWT is presented in Fig. 6. From this figure, it can be
clearly found that resonance and high frequencies are increasingly apparent, the
possible reason of which is that growing depths of crack on the shaft lead to more
vibrations that are mainly generated by rotating belt, which is closely connected
to the rotating shaft.

Fig. 6. Time-frequency spectrums of five conditions of rotating shaft using optimized
SEW transformation.

Finally, as can be seen in Fig. 7, in comparison with other wavelets, the pro-
posed SEW (represented by red color) is capable of achieving greater accuracy,
the average classification accuracy of which is 96.82%. Interestingly, Morlet and
Mexican hat enable to obtain more than 90% classification accuracy when 20
and greater number of scales are applied. However, the Daubechies wavelet types
achieve minimum accuracies, the best of which is no more than 82% in this study.

To investigate the performance of SVM model used in proposed approach
on prediction accuracy, in this study, four different kernel functions (i.e., liner,
polynomial, Radial Basis Function (RBF) and sigmod functions) are applied
respectively for obtaining optimized parameters in the training phrase for fault
classification, the results of which are presented in Fig. 8. As can be seen, the
SVM classifier enables to identify crack defects with greater than 90% accuracy
when at least 10 scales are applied for fault diagnosis of shaft using the proposed
approach. Moreover, it can be notice that the accuracies of fault classification
by using four kernel functions gradually ascend following with increasing scale
numbers. Interestingly, four lines representing accuracies intersect at 20 that
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Fig. 7. Comparative prediction accuracies using four kernel functions in SVM for fault
classification (Color figure online)

means those four models basically can achieve similar performance when the
scale number is 20.

To sum up, through experimental validation, it has proved that the proposed
diagnostic approach can be effectively used for incipient crack fault diagnosis of
rotating shafts, the best accuracy of which can achieve 99.3%. Moreover, the
effectiveness of feature extraction using Shannon entropy was investigated, the
result of which presented it can be used for discriminating changes in time and
frequency domains. Apart from that, four kernel functions were also evaluated
which have showed that RBF function performed better in fault classification
than the rest (Table 2).

Table 2. Classification accuracy using four kernels when 40 decomposition scales are
applied using SEW model.

No. Name Kernel function Testing
data sets

Misclassified
data sets

Testing
accuracy
(%)

1 Linear K(x, y) = xT y + c 150 3 98.0%

2 Polynomial K(x, y) =
(axT y + c)d

150 3 98.0%

3 Radial
basis
function

K(xi, xj) =
exp(−γ ‖x − y‖2)

150 1 99.3%

4 Sigmode K(x, y) =
tanh(axT + c)

150 2 98.7%
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Fig. 8. SVM classification accuracy using different functions

5 Conclusion

In this study, an innovative approach named Self-adaptive Entropy Wavelet
(SEW) is proposed to detect incipient transverse crack faults on a rotating shaft
based on Continuous Wavelet Transform (CWT), Shannon entropy and SVM
classifier. The effectiveness of the proposed approach was investigated by using
a test rig, the results of which has proved that the proposed method can be used
for crack detection and identification on rotating shafts. The 99.3% classifica-
tion accuracy can be achieved by using RBF-based SVM. Hence, in the future
the proposed method would be further extended to study the fault diagnosis
performance of other rotating components in industrial rotating machinery.
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Abstract. In this paper, we propose a new resampling method of particle filter
(PF) to monitor target position. The target location is to improve enhancing the
effect of the received signal strength (RSS) variations. The key issue of our
technique is to determine a new resampling parameter that finding the optimal
bound error and lower bound variance values for Kullback-Leibler distance
(KLD)-resampling adjusted variance and gradient data based on PF to amelio-
rate the effect of the RSS variations by generating a sample set near the
high-likelihood region. To find these values, these optimal algorithms are pro-
posed based on the maximum mean number of particles used of our proposal
and other KLD-resampling methods. Our experiments show that the new
technique does not only enhance the estimation accuracy but also improves the
efficient number of particles compared to the traditional methods.

Keywords: SIR � Bound error � KLD-resampling � RSS

1 Introduction

The core challenge in wireless sensor network (WSN) is the estimation of target
location in space, for instance, moving velocity of client and other physical parameter
in [1]. These parameters of target tracking are estimated by many different techniques.
The recent technique is a recursive Bayesian filter that uses a set of particles with
assigned primary weights serves as the basic idea of a particle filter (PF) in [2]. A set of
weighted particles is theoretically qualified to represent any filtering distribution.
Therefore, each particle conforms to the dynamic model and explains the observations,
and then using this assessment to update set online for evaluating filter. As a result,
Bayesian posterior estimate is formed.
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Over the past decade, most research in WSN has emphasized the use of PFs in [3–5]
for solving many problems. Almost all of them are based on three operations. The first
operation, called particle propagation, is to update the state of particles via the state
transition process. The second one, namely weight computation, is the process that
updates the weight of particles. The last one, called resampling, is to sample a new set of
particles from the original particle population for better particle representation of the
filtering distribution. Thanks the parallel processing to reduce the complexity of the
former two processes and easily implement if parallel hardware is available. While the
resampling step is a critical procedure for PF to avoid a degenerate set of particles
(sample impoverishment) leading to the estimation inaccuracy. There are many methods
are introduced such as initially employed to combat degeneracy in [6], generally
replicating high-weighted particles to replace low-weighted particles in [4] for reducing
the probability that the filter loses tracking.

A recent year, a number of authors have considered the effects of choosing metric
and weight functional approach on PFs in [3, 8, 10]. The first approach, the PF based
on Kullback-Leibler Distance (KLD)-sampling, determines the minimum number of
particles needed to maintain the approximation quality in the sampling process.
Meanwhile, adjusting standard deviation and then using gradient data for
KLD-sampling in [10] is proposed to further improve the operation time and sample set
size for target tracking thanks to the given upper bound error with fixed probability. In
the KLD-sampling, the predictive belief state is used as the estimate of the underlying
posterior in [8]. In contrast to KLD-sampling algorithms, KLD-resampling algorithms
in [3] also determines the number of particles to resample so that the KLD between the
distribution of particles before resampling and after resampling does not exceed a pre-
specified error bound.

Our recent work in [9, 14] introduced an enhanced PF based on the finding lower
bound variance for KLD-resampling adjusted variance and gradient data algorithm to
improve the estimation error of target for WSN because of the variation of RSS
measurement value is the diminished. Meanwhile, our research in [12, 15] also
introduced another enhanced PF based on the finding upper bound error for
KLD-resampling to further improve the estimation error of target for WSN in [12],
especial in [15] show the enhancing estimation error in various power levels in
localization and ubiquitous monitoring of patients system in [11].

In this paper, we more extend and apply the finding bound error algorithm for our
method in [9, 14]. Our technique is to propose the finding bound error method in [12, 15],
called adjusted bound error, and the finding lower bound variance algorithm in [9, 14],
called adjusted lower bound variance, to further reduce the estimation error of target and
maintain the proper KLD-resampling in [7]. By combining the adjusted bound error in
[12, 15] and adjusted lower bound variance in [9, 14] for KLD-resampling adjusted
variance and gradient data, our experiments show that the new technique not only
enhances the estimation accuracy but also improves the efficient number of particles used
when compared traditional methods for WSN based on RSS measurement.

The paper is organized as follows. Introduction to system is given in Sect. 2. All
related schemes, namely, SIR, KLD-resampling, KLD-resampling adjusted variance
and gradient data are presented in Sect. 3. Our proposal is introduced in Sect. 4.
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All experimental results based on MATLAB for tracking are shown in Sect. 5.
Finally, we conclude the paper in Sect. 6.

2 System Model

We consider the robot carrying the sensor node (e.g. mobile node) and the node at
some position as static node or node. We assume that the mobile robot moves along the
determined path and a velocity in the long and thin region. The mobile robot can send
the data to anchors, and then it can receive the data from the anchors. Its position can be
computed by PF algorithm. We also assume all sensor nodes that have own equal
physical parameters; the movement velocity of mobile node remains the same at time;
the random velocity follows normal uniform distribution and the anchors are deployed
at a determined pattern and the position can not be changed. This system model is
divided into three parts, including mobility, RSS statistical and system state models.

2.1 Mobility Model

When the robot moves along the direction at the constant value, the time is divided into
equal time segment. The velocity of the robot has some random noise which conforms
to normal distribution (l = 0, r = 1). So the random velocity and the determined
velocity can be expressed as Fig. 1. Let us denote v″ (the solid line) to be the deter-
mined velocity and v′ (the dot dash line) to be the random velocity. Then, the dash line
is the last velocity of the robot. The random velocity v′ is a random variable which
conforms to normal distribution.

2.2 RSS Statistical Model

The RSS statistical model indicates the relation between the RSS and distance between
nodes. The common mathematical model of WSN can be expressed as follows

PðdÞ ¼ Pðd0Þ � 10n log
d
d0

� �
þ vr; ð1Þ

where P(d) is the RSS at position d between transmitter and receiver, P(d0) is the RSS
at reference position (typically d0 = 1 m); n is the path loss parameter related to the
specific application environment; and vr is a Gauss stochastic variable.

Fig. 1. Vector decomposition of determined and random velocity [16]
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2.3 System State Model

The system state model for the mobile wireless sensor in [13, 16] is defined as follows

xk ¼ xk�1 þVkDt + wk; ð2Þ

zk ¼ Pref þKlogðxkÞþRvk; ð3Þ

where xk is the position of a mobile node from the anchor, Dt is the time segment, zk is
the RSS measurement; Vk is the current velocity which consists of determined velocity
and random velocity in (1); the wk and vk denote the system state noise and mea-
surement noises which obey Gauss distributions whose mean are 0 and variances are Q
and R, respectively; Pref is reference value of RSS, and K is the factor in path loss.

To evaluate the required number of particles, the system state model in (2) and in
(3) can be rewriten as follows

xk ¼
1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

2
664

3
775ðxk�1 þVkDt) +

0:5 0
1 0
0 0:5
0 1

2
664

3
775Q w1;k

w2;k

� �
: ð4Þ

zk ¼ Pref þKlog arctanðx1;k; x3;kÞ
� �þRvk: ð5Þ

3 Particle Filters

In this section, we review all related PFs based on SIR algorithm in [5],
KLD-resampling algorithm in [7], and KLD-resampling adjusted variance and gradient
data algorithm in [9].

3.1 SIR PF

The concept of the SIR PF introduced in [5] is the simplest of all PFs for tracking
which known as the bootstrap filter, condensation algorithm, interacting particle
approximations and survival of the fittest. The core problem represents the required
posterior density function by a set of random samples (particles) with associated
weights, and computes the estimates by these samples and weights. When the number
of samples increases very large, the Monte Carlo characterization becomes an equiv-
alent representation of the posterior probability function.

The so-called sequential important sampling (SIS) algorithm for the PF in [5] which
includes a resampling step at each instant, as described in detail in references. The SIS
algorithm serves as an important density (or a proposed density to represent another
one that cannot be exactly computed), that is, the sought posterior density in the present
case. Then, samples are drawn from the important density instead of the actual density.
A common problem with the SIS PF is the degeneracy phenomenon, where after a few
states all but one particle will have negligible weight in [4]. This degeneracy implies
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that a large computational effort is devoted to updating particles whose contribution to
the approximation of the posterior density function is almost zero. By increasing the
number of particles (or more efficiently by approximately selecting the important
density), this problem can be overcome. In addition, the use of resampling technique in
[5] is recommended to avoid the degeneracy phenomenon (Table 1).

3.2 KLD-resampling

In the sampling process, as these individuals in the population are sorted by non-
domination, the use of fast KLD-sampling technique in [8], called an adaptive PF at
each iteration of the PF, determine the number of samples such that, with probability
1 − d, the error between the true posterior and the sample-based approximation is less
than e. KLD is used to show how to determine the number of samples so that the
distance between the sample-based maximum likelihood estimate and the true posterior
does not exceed a pre-specified threshold.

The KLD between the proposal (q) and (p) distributions can be defined in discrete
form as follows

dKLðp qk Þ,
X
x

p(x)log
p(x)
q(x)

� �

¼
X
x

W(x)q(x)logW(x);
ð6Þ

with W(x) = p(x) / q(x). The required number Nr of samples can be determined as
follows

Table 1. SIR PF
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Nr ¼ 1
2e

v2k�1;1�d; ð7Þ

where k is the number of bins with support, the quantizes of Chi-square distribution can
be computed as follows

P v2k�1 � v2k�1;1�d

� 	
¼ 1� d: ð8Þ

Based on Wilson-Hilferty transformation to compute the approximation of v2k�1;1�d

in (7) can be expressed as follows

Nr ¼ k� 1
2e

1� 2
9ðk� 1Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

9ðk� 1Þ z1�d

s !3

; ð9Þ

where z1−d is the upper quartile of the standard normal distribution.
According to the number of particles needed in (9), an upper bound e plays

important role in statistical bounds of the approximation quality of samples that are
actually drawn from the proposal rather than the true posterior distributions. To avoid
the mismatch between the true and the proposal distributions, the result in (9) can be
applied in the resampling process to determine the total number of particles to
resample. The authors in [7] proposed the method which divides the particles of the
posterior distribution into bins and count the number k of bins which at least one
particle is resampled to determine the total number of particles to resample as follows

Nr;re ¼ min Nmax; ceilðNrÞð Þ; ð10Þ

where Nr is defined in (9).

4 Proposal Techniques

In this section, we propose the adjusted resampling algorithm, including the finding
bound error and lower bound variance values, for KLD-resampling adjusted variance
and gradient data can be presented in Table 3.

4.1 KLD-resampling with Adjusted Resampling Parameter

With successful KLD-resampling via the help of adjusted variance and gradient data
[14, 17] is to enhance the operation time and Root Mean Square Error (RMSE) criteria.
This thanks to adjusting the variance size by increasing variance inversely proportional
to the likelihood and creating new samples near the true distribution or the high
likelihood region. By the similarity to this method, our propose is to incorporate the
KLD-resampling with adjusted variance and gradient data as the following.

First, the adjusted variance can be computed by using the relationship between the
maximum number of samples and the number of required samples as follows
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rad ¼ rld þ e
Nr;re

Nmax
; ð11Þ

where rad and rlb are the adjusted and lower bound variances, respectively; Next, the
new samples should be drawn as follows

xiþNr;re

k ¼ xik þ rad � randn; if(9i) @pðhðxÞÞ@x

���
x¼xik

[ 0

xik � rad � randn; otherwise

8<
: ; ð12Þ

where @p hðxÞð Þ
@x

���
x¼xik

¼ @
@x

1
r
ffiffiffiffi
2p

p exp � zk�hðxÞð Þ2
2r2

n oh i���
x¼xik

is the variance of a Gaussian

probability distribution function.

Final, the new samples xiþNr;re

k in (12) is used to update the weight. This leads to
generate new samples with high likelihood region. As a result, operation time reduces
and the accurate of tracking objects is high due to small sample set size. To sum up, our
algorithm can be shown in Table 2.

Table 2. Pseudo-code of proposal
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4.2 Resampling Parameter Bound Error (Proposal)

The key issue of KLD-resampling with adjusted variance and gradient data is to
determine the bound error in (7) and the lower bound variance in (11) to evaluate the
number of particles used-based resampling process. Our works provided the finding
lower bound variance algorithm with fixed bound error (0.65) in [9] through the
available value in [7]. Meanwhile, our current works in [12] also provided the bound
error algorithm for KLD-resampling adjusted variance and gradient data, we extend
and apply this algorithm to determine the bound error for KLD-resampling with
adjusted variance and gradient data in [9] as shown in Table 3.

Table 3. Finding the bound error
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Let us denote ei the bound error of ith, RMSEPro
ei

which is the RMSE value of
proposal at ei; RMSEKLD�adj and RMSESIR are respectively the RMSE values of
KLD-resampling adjusted variance and gradient data (fixed bound error 0.65) in [9]
and SIR in [5]. Let us denote DRMSESIR

Pro and DRMSEKLD�adj
Pro are the gap of RMSE

values between SIR in [5] and proposal; between KLD-resampling adjusted variance
and gradient data in [9] and proposal, respectively.

Let us define NKLD�adj
r;re and Nr;re

� �Pro
ei�

as the mean numbers of particles used of

KLD-resampling with adjusted variance and gradient data (fixed bound error) [9] and
proposal, respectively; and ei� (line 14) is the sets of the bound error that fulfills the
condition of Remark 1 (line 13).

Remark 1: if DRMSESIR
Pro and DRMSEKLD�adj

Pro are greater than zero (line 13), then a
bound error value eopt (line 19) exits to maximize the function DN.

5 Simulation Results

We conduct a series of simulations to determine the bound error in (9) based on
Table 3. Next, the performance of RMSE, mean number of particles used, and the
comparison of the number of particles used between our proposal and for
KLD-resampling adjusted variance and gradient data in [9] are considered.

5.1 Finding Resampling Parameter Bound Error

Setting up the range of bound error value is [0.8, 0.95] with De = 0.05 as shown in
Table 4 to satisfy the RMSE criteria between SIR, KLD-resampling adjusted variance
and gradient data (fixed bound error e = 0.65) in [9], and our algorithm under the same
conditions. The parameters of system are assumed and simulated as follows [9] d =
0.01; bin size as the smaller of the standard deviations of the dynamic and the mea-
surement (R = Q = 0.5), N = 300, Nmax = N; Vmax = 5; Vmin = 1; Vinit = 5; Pref =
−23; K = −45; and length time is 40 for sample size variation in 20 trials with various
bound error values e from 0.8 to 0.95 in Table 4. Based on Remark 1, the value eopt =
0.95 is the optimal bound error because the function DN is to maximize at value 9.7
(the italic row, Table 4). Thus, we set up this value for our proposed method in the next
section, and simulations are conducted to compare the RMSE criterion and the number
of particles used for all approaches as shown in Figs. 2 and 3, respectively.

Table 4. Mean RMSE vs. Mean Number of particles used

e rlb
(Algorithm
6 in [9])

Mean RMSE DNKLD�adj
Pro DRMSESIR

Pro DRMSEKLD�adj
Pro

SIR KLD-
resampling
[7]

KLD-resampling
adjusted bound
error [12]

KLD-resampling
adjusted variance
and gradient data
[9]

Proposal

0.8 0.8 0.0530 0.0812 0.0287 0.0607 0.0181 8.7 0.0349 0.0426

0.85 1.05 0.0992 0.0906 0.0413 0.0638 0.0207 9.2 0.0785 0.0431

0.9 1.4 0.1226 0.0986 0.0651 0.0918 0.0705 9.4 0.0521 0.0213

0.95 1.3 0.0267 0.0245 0.0194 0.0191 0.0109 9.7 0.0158 0.0082
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5.2 Performance for SIR, KLD-resampling, Proposal

Figure 2 shows the comparison of RMSE for SIR in [5], KLD-resampling (e = 0.65) in
[7], KLD-resampling adjusted variance and gradient data in [9] (rlb = 1.3, fixed bound
error e = 0.65), KLD-resampling adjusted bound error (e = 0.95) in [12] and our
proposal with length time 40, sample size in 20 trials. Clearly, the RMSE value of our
proposal is lower than that of the others. For example, from 8 to 36 s, the gap between
the proposed approach and KLD-resampling adjusted variance and gradient data in [9]

Fig. 2. RMSE of system for all approaches

Fig. 3. Mean number of particles used for sample size variation in 20 trials

Table 5. Bound error and lower bound variance values vs. various Q

Nmax (e based on Table 3; rlb based on Algorithm 6 in [9])
R = 0.5, Q = 0.1 R = 0.5, Q = 0.3 R = 0.5, Q = 0.7

100 (0.95; 0.3) (0.95; 0.15) (0.95; 0.05)
400 (0.95; 0.5) (0.95; 0.8) (0.95; 1.2)
800 (0.95; 1.4) (0.95; 0.2) (0.85; 0.3)
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regularly increases from about 0.05 to around 0.62, respectively, due to the adjusted
lower variance algorithm (see Algorithm 6 in [9]). Furthermore, our method also
improves the accuracy of target when compared KLD-resampling adjusted bound error.

The comparison of the mean number of particles used of KLD-resampling,
KLD-resampling-based adjusted variance and gradient data in [9], KLD-resampling
adjusted bound error in [12], and our proposal is shown in Fig. 3. It verifies that the
curves of mean number of particles used with adjusted bound error are lower than that
of without adjusted bound error. For instance, the curves of these methods maintain
from 7 to 40 s. Otherwise, the number of particles used for our method is around 19
and sharply decreases after the next seconds it reaches about 4 particles used. Finally,
our method slightly improves the number of particles used when compared
KLD-resampling adjusted bound error in [12].

Similar to Sect. 5.1, the bound error and lower bound variance values can be found
in Table 5 in case of changing various Q (0.1; 0.3; 0.7) and different number of
samples. The gap of mean number particles used for KLD-resampling adjusted vari-
ance between with and without adjusted bound error under various Q can be evaluated
and shown in Fig. 4. When increasing the number samples from 100 to 800, the mean
number of particles used of our method is less than that of KLD-resampling adjusted
variance and gradient data about 9 particles with different Q.

6 Conclusion

This paper, we propose a new resampling parameter for KLD-resampling adjusted
variance and gradient data based on PF to estimate the location of target in WSN for
reducing the fluctuations of RSS samples. In addition, in using the finding bound error
and lower bound variance algorithms, this approach reduces the number of particles
used when compared traditional methods.

Acknowledgments. This research is funded by Vietnam National University Ho Chi Minh City
(VNU-HCM) under grant number T2016-02-IT.

Fig. 4. Gap of mean number particles used vs. various Q and sample size variation in 20 trials
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Abstract. In this paper, we propose an improvement method for image seg-
mentation problem using particle swarm optimization (PSO) with a new
objective function based on kernelization of improved fuzzy entropy clustering
algorithm with spatial local information, called PSO-KFECS. The main objec-
tive of our proposed algorithm is to segment accurately images by utilizing the
state-of-the-art development of PSO in optimization with a novel fitness func-
tion. The proposed PSO-KFECS was evaluated on several benchmark test
images including synthetic images (http://pages.upf.pf/Sebastien.Chabrier/
ressources.php), and simulated brain MRI images from the McConnell Brain
Imaging Center (BrainWeb (http://brainweb.bic.mni.mcgill.ca/brainweb/)).
Experimental results show that our proposed PSO-KFECS algorithm can per-
form better than the competing algorithms.

Keywords: Image segmentation � Particle swarm optimization
Entropy based fuzzy clustering � Fitness function

1 Introduction

Image segmentation is one of the most important and challenging problems in image
analysis. Image segmentation is defined as the partitioning of an image into
non-overlapped consistent regions or objects that satisfy pre-defined conditions. The
level of details depends on the problem being solved or criteria being reached [1].
Image segmentation can be widely applied in many fields, such as medical imaging [2],
data mining [3], pattern recognition [4], computer vision [5], etc. Due to the complexity
of image content and the variety of image sizes, characteristics and other properties,
there is no global solution today able to solve completely the image segmentation
problem. Up to now, various methods for image segmentation have been proposed [6–
9]. They can be divided into four groups: region based image segmentation [10],
clustering based image segmentation [11], thresholding based image segmentation
[12], and edge based image segmentation [13]. In this work, we are focused on the
clustering based approach, using the state-of-the-art particle swarm algorithm equipped
with a novel objective function.

Clustering is considered as the process of dividing data points into homogeneous
classes or clusters, so the samples are similar within each group. Many clustering
methods have been proposed in the literature [14, 15]. Among these clustering
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approaches, fuzzy entropy clustering (FEC) algorithm proposed by Tran and Wagner
[16] and fuzzy C-means (FCM) algorithm proposed by Bezdek et al. [17], which are
based on minimization of an objective function, are widely used in data clustering and
image segmentation for their simplicity and applicability. However, the major draw-
backs of both methods are: (i) they are very sensitive to noise and imaging artifacts,
since no local spatial information in the image is considered; (ii) the results provided
depend not only on the choice of the initial clustering centroids but also on the high
vulnerability of the algorithms to be trapped at the local minima. Many approaches
have been proposed by researchers to overcome these drawbacks.

To overcome the first problem, many enhanced versions have been proposed by
introducing local spatial information to their objective functions. It can be done by
adding penalty terms, modifying elements used weighted concepts, using kernel metric,
or combining with other methods. For instance, Cheng and Zhang [18] have proposed
two algorithms, called KFCM_S1 and KFCM_S2, in which a neighborhood term and
the kernel-induced distance replaced the Euclidean distance have been incorporated
into the objective function. Krinidis and Chatzis [19] proposed a fuzzy local infor-
mation c-means (FLICM) algorithm that added a penalty term using both spatial and
gray-level local information with free of parameter tuning. Verma et al. [20] proposed
an improved fuzzy entropy clustering (IFEC) algorithm. In the IFEC algorithm, the
Euclidean distance is weighted by a new fuzzy factor, which determines both local
gray-level and spatial information.

To address the second problem, many researchers proposed to use metaheuristic
algorithms to perform clustering and image segmentation so as to achieve optimized
performance. For example, Maulik [21], Ouadfel and Batouche [22], Hassanzadeh
et al. [23], Nandy et al. [24], Omran et al. [11] proposed methods based on genetic
algorithm (GA), ant colony optimization (ACO), firefly algorithm (FA), cuckoo search
(CS), and particle swarm optimization (PSO), respectively, for image segmentation
problem. PSO has become one of the most popular metaheuristics and has been used
for clustering problems widely [25] due to simplicity and versatility. Using PSO for
image segmentation problem can be in standalone form [11] or combination with other
methods, such as FCM [26]. However, in PSO-based clustering, to provide good
quality of image clustering, one needs both to tune a range of parameters and to design
of good fitness function. Concerning these problems, Filho et al. [27] proposed a
method that utilized the state-of-the-art PSO algorithm proposed by Zhang et al. [28] to
improve the results of clustering data. Orman et al. [11], Wong et al. [29] proposed new
fitness functions for image segmentation. Experimental results showed that their pro-
posed methods can provide better performance when compared to classical methods.

In this work, we introduce a new method for image segmentation problem. The
method uses low-discrepancy sequence initialized particle swarm optimization with
high-order nonlinear time-varying inertia weight (LHNPSO) algorithm proposed by
Yang et al. [30] with a new fitness function. The reason for choosing LHNPSO lies in
the ability of this variant to outperform the other variants of PSO with two main
advantages, namely, (i) the method can converge faster and give a much more accurate
final solution [31], (ii) it is very easy to be implemented. The new fitness function takes
advantages from kernelized fuzzy clustering approach; in addition, it also takes into
account the spatial local information. Thus, the proposed method may tackle
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simultaneously the two main problems mentioned above. Experiments using synthetic
images, simulated Magnetic Resonance Imaging (MRI) images are reported and the
results are compared with recent fuzzy clustering and PSO-based image clustering
methods.

The rest of the paper is organized as follows. Section 2 presents the related algo-
rithms on which this work is based. Section 3 introduces the proposed method:
LHNPSO algorithm with a new fitness function based on fuzzy entropy clustering for
image clustering. The performance of the proposed method is evaluated and the
comparison with a set of algorithms from the literature is reported in Sect. 4. Finally, in
Sect. 5, we make conclusions.

2 Related Works

The algorithms on which this work is based are described in this section. They are
divided in two groups: fuzzy entropy clustering algorithms and particle swarm
optimization.

2.1 Fuzzy Entropy Clustering

The FEC algorithm proposed by Tran and Wagner [16] is an alternative generalization
of hard c-means (HCM) clustering algorithm, which takes the advantage of fuzzy
entropy. For a set of N data patterns X ¼ fx1; x2; . . .; xNg; the algorithm allows
partitioning the data space, by minimizing an objective function JFEC with respect to
the membership matrix U = {uij} and the set C of cluster prototypes C = {ci}:

JFEC C;X;Uð Þ ¼
XC
i¼1

XN
j¼1

uijd
2 xj; ci
� �þ n

XC
i¼1

XN
j¼1

uij log uij ð1Þ

Subject to:

0� uij � 1 i ¼ 1; . . .;C j ¼ 1; . . .;NPC
i¼1

uij ¼ 1 8j 0\
PN
j¼1

uij\N 8i ð2Þ

Where xj, a data pattern, is jth pixel in the image, which can be intensity value or
gray value; d2(xj, ci) is the Euclidean distance between the pixel xj and centroid ci; and
n is the degree of fuzzy entropy.

The FEC objective function, JFEC, can be minimized by iteratively using the fol-
lowing update equations:

uij ¼
XC
r¼1

exp d2 xj; ci
� �� d2 xj; cr

� �� �� �1=n( )�1

ð3Þ
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ci ¼

PN
j¼1

uij � xj
PN
j¼1

uij

ð4Þ

The FEC algorithm can uniformly be summarized in the following steps:

After FEC clustering, each pixel will be associated with a membership value for
each cluster. To get the image segmentation, the simplest way is assigning pixels to the
clusters with the maximum membership values.

From Eq. (1), it is clear that the objective function of FEC does not take into
account any local spatial information. Also, the metric is the Euclidean distance, d2(xj,
ci), which measures the similarity between the pixel intensity and the cluster centroids.
This metric assumes that each feature of data points is equally important and inde-
pendent from others. This assumption may not be always satisfied in real applications
[26]. We make the necessary corrections to this problem as explained in Sect. 2.2.

2.2 Kernelized Fuzzy Entropy Clustering with Spatial Information

2.2.1 Kernel Representation
Recently, ‘kernel method’ was proposed and was proved successful for various
applications, such as in pattern recognition and function approximation. The idea of the
method of kernel functions (called kernel trick) uses a ‘nonlinear’ transformation
U : Xp ! H, where Xp is input data space with low dimension and H is a high
dimensional feature space. The structure of input data points may be inadequate for the
analysis in the original space, but they are capable of analysis in space H [32]. In H, the

Euclidean distance xj� ci
�� ���� ��2 is substituted by U xj

� ��U cið Þ�� ���� ��2, which is defined by
using kernel function K as

U xj
� �� U cið Þ�� �� ¼ K xj; xj

� �þK ci; cið Þ � 2K xj; ci
� � ð5Þ

Where K(xj, ci) is a kernel function, which calculates the inner product. In this
paper, Gaussian kernel is adopted as

K xj; ci
� � ¼ U xj

� �
;U cið Þ� 	 ¼ exp � xj � ci

�� ��2=r2
 �
ð6Þ
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It is clear that the parameter r of Gaussian kernel can greatly affect the result of
kernel methods. For instance, when r tends to zero, K(xj, ci) turns into an impulse
function with the value of 1 only at xj = ci and 0 elsewhere. In this case, any two points
in the feature space have a common value close to 1, in other words, it will be very hard
to cluster. On the other hand, when r towards to infinity, any two points in the feature
space toward to zero, which makes them difficult to separate. In this work, the esti-
mation of r2 is based on Yang’s work [33]. It is defined as:

r2 ¼ k
XN
j¼1

xj � �x
�� ��2=N; �x ¼ XN

j¼1

xj ð7Þ

k is a constant defined by experiments.

2.2.2 Kernel Fuzzy Entropy Clustering with Spatial Information
Algorithm
In this section, a new objective function based on fuzzy entropy clustering algorithm
and kernel method is proposed. The objective function is given as follows:

JKFEC S C;U;Xð Þ ¼
XC
i¼1

XN
j¼1

uij 1� K xj; ci
� �� �þ n

XC
i¼1

XN
j¼1

uij log uij

þ g
XC
i¼1

XN
j¼1

uij 1� K xj
�
; ci

� �� � ð8Þ

Where the constraints in Eq. (2) must be satisfied. The third term is the spatial
constraint term, in which the parameter η controls the penalty effect of the spatial
constraint. The median of the neighbors within a window around the pixel xj is used to
represent xj.

By using the Lagrange multiplier method, the necessary conditions for the mini-
mization of the objective function in Eq. (8), with the constraints in Eq. (2), can be
found. Specifically, taking the first derivatives of JKFEC_S with respect to uij and ci, and
zeroing them, respectively, two necessary but not sufficient conditions for JKFEC_S to be
at its local optimal solution will be obtained as follows:

u�1
ij ¼

XC
r¼1

exp n�1 � 1� K xj; ci
� �� �þ g � 1� K xj

�
; ci

� �� �� �� �
exp n�1 � 1� K xj; cr

� �� �þ g � 1� K xj
�
; cr

� �� �� �� � ð9Þ

ci ¼

PN
j¼1

uij � K xj; ci
� � � xj þ g � K xj

�
; ci

� � � xj�� �
PN
j¼1

uij � K xj; ci
� �þ g � K xj

�
; ci

� �� � ð10Þ

The proposed kernelized fuzzy entropy clustering with spatial local information
(KFEC_S) is described in Algorithm 2.
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As stated above, the Eqs. (9) and (10) are only necessary conditions for minimizing
the objective function JKFEC_S; as a result, obtained clustering solutions may be local
optima. This is also the drawback of fuzzy clustering and its variants when solving
image segmentation problem. To overcome this drawback, we use a metaheuristic
optimization-based approach, as explained in the Sect. 2.3.

2.3 Particle Swarm Optimization

PSO is a population based stochastic optimization technique and is regarded as global
search strategy, which was originally introduced by Kennedy and Eberhart [34]. In PSO,
each individual of the population called a particle represents a potential solution to the
optimization problem; and the population of individuals (P) or swarm is evolved through
successive iterations. The quality of a candidate solution is evaluated by the fitness value,
associated to each particle. Each particle, denoted i, has a position vector (Xi = {xir}), a
velocity vector (Vi = {vir}), its own best position (Pbest) found so far, and interacts with
neighboring particles through the best position (Gbest) discovered in the neighborhood so
far. At each iteration k, each particle is moved according to Eq. 11 [35]:

Vi kþ 1ð Þ ¼ wVi kð Þþ c1r1 Pbest kð Þ � Xi kð Þð Þþ c2r2 Gbest kð Þ � Xi kð Þð Þ ð11Þ

Xi kþ 1ð Þ ¼ Xi kð ÞþVi kþ 1ð Þ ð12Þ

Where, c1 and c2 are acceleration coefficients that scale the influence of the ‘cog-
nitive’ and ‘social’ components; r1 and r2 are two random values, uniformly distributed
in [0, 1]; w is inertia weight. The higher the w is, the higher the ability of searching in
the global solution space is, and the smaller w is, the higher the ability of searching for
the local solutions.

There are two basic criteria for assessing the performance of PSO algorithm,
namely, convergence speed and ability to find global optima. To achieve these goals,
the balance between global exploration and local exploitation is crucial. From Eqs. (11)
and (12), it is clear that the performance is not only dependent on the controlling
parameters (w, c1, c2), but also dependent on the size and the structure of neighbor-
hood. In this work, initializing the population and tuning parameters (w, c1, c2) are
adopted from Yang et al. [30], who designed LHNPSO algorithm. In LHNPSO, the
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initial population of particles is generated by using the Halton sequence to cover the
search space efficiently, (c1, c2) are set to constants, equal to 2, and inertia weight is
updated as follows:

w kþ 1ð Þ ¼ wmax � wmax � wminð Þ k
kmax

� 
1=p2

ð13Þ

Where (wmin, wmax) is the range of inertia weight, with wmin = 0.4 and wmax = 0.9,
k and kmax are the iteration number starting from iteration one and the maximum
number of allowable iterations, respectively. This law of variation of w increases the
exploration of the search space in the first iterations of the algorithm, and the
exploitation of the best solutions found so far towards the end of the algorithm. This
constitutes a very good balance between the phases of exploration of the search space
and the phases of exploitation of the solutions.

The procedures of LHNPSO algorithm can be summarized as:

The performance of LHNPSO is only tested with the unconstrained optimization
problems. For more complex problems, the need of further development is still
required.

3 The Proposed Algorithm, Kernelized Fuzzy Entropy
Clustering with Spatial Information Using LHNPSO

As discussed in Sect. 2, the kernelized fuzzy entropy clustering with spatial informa-
tion model is a complex nonlinear model. The KFEC_S algorithm can be trapped into
local minima because local search method (gradient method) is used to solve the
model. By contrast, the algorithm has the advantage of converging quickly. On the
other hand, LHNPSO is a global optimization method, which can provide global
optimum solution, but with a relatively longer convergence time. So, we use LHNPSO
with minor improvements to optimize KFEC_S, trying to get the global optimum
solution by escaping the trap of local optimums, and we use at the same time KFEC_S
to guide the LHNPSO research process in order to converge more quickly and antic-
ipate more accurate solution. Thus, a new image clustering algorithm based on
KFEC_S and LHNPSO, named PSO-KFECS, is proposed. The details of this algorithm
are given in the next section.

Image Clustering Using Improved Particle Swarm Optimization 365



3.1 Particle Representations

When LHNPSO is applied to optimize the kernelized fuzzy entropy clustering with
spatial information objective function JKFEC_S, cluster prototypes C = {ci}C are chosen
to be optimization variables and encoded as positions of particles. For P particles or
solutions, there are in total C * P optimization variables needing to be encoded. The
position of ith particle can be described as: Xi ¼ xi1; xi2; . . .; xiC½ �. Here, xij represents
the jth cluster centroid among C centroids of the ith solution. In this way, cluster
centroids are encoded in position vector Xi and C can be obtained by decoding Xi.

3.2 Fitness Function

After decoding Xi to get cluster centroids C and calculating fuzzy partition matrix
U according to Eq. (9), the value of the fitness function can be calculated by evaluating
JKFEC_S according to Eq. (8).

fi ¼ JKFEC S ð14Þ

Minimization of fi is the same as minimization of the objective function JKFEC_S,
which leads to the optimal partitioning of the image.

3.3 The Proposed Algorithm

The proposed algorithm, PSO-KFECS, takes both advantage of the excellent feature of
LHNPSO, in the aspect of optimizing the objective function of kernelized fuzzy
entropy clustering with spatial information and the kernel, and the KFEC_S gradient
method, in aspect of speeding up convergence.

To make sure that all particles are moving within the search space and avoiding
divergent behavior, the position and the velocity are limited as follows:

vij kþ 1ð Þ ¼
randðÞ � vmax if vij kþ 1ð Þ[ vmax

�randðÞ � vmax if vij kþ 1ð Þ\� vmax

vij kþ 1ð Þ otherwise

8<
: ð15Þ

xij kþ 1ð Þ ¼ randðÞ � 12 � xmax � xminð Þ if x\xmin or x[ xmax

xij kþ 1ð Þ otherwise

�
ð16Þ

Where vmax is the largest allowable step size in any dimension; and, [xmin, xmax] are
the bounds of the search space in each dimension. In image clustering, commonly, vmax
is set to 5 and [xmin, xmax] are the minimum and maximum of the feature (intensity or
gray value) of the image.

Putting all discussions above together, the PSO-KFECS algorithm is shown as
follows:
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In this work, the number of non-significant improvements of the fitness function
and the maximum number of iterations are used as the stopping criteria of the algo-

rithm. Thus, if the condition f ðkþ 1Þ
i � f ðkÞi

��� ������ ���\e is completed kstop times or the con-

dition k > kmax is reached, the algorithm is immediately stopped.

4 Experimental Results

This section presents the results of the experimental evaluation of our algorithm. With
this aim in view, our algorithm is compared with those from five well-known image
clustering algorithms in the literature: FEC [16], KFCM_S2 [18], FLICM [19],
PSO-based image clustering algorithms proposed by Orman et al. [11] (PSO_V1) and
Wong et al. [29] (PSO_V2). Two image datasets: synthetic images [36], simulated MRI
brain images from BrainWeb [37], with different numbers of cluster centroids and
levels of corrupting noises, are used to evaluate the performance of the proposed
algorithm. All the algorithms are implemented in MATLAB 2014b and executed with a
computer with Intel Core i3 1.5 GHz CPU, 4G RAM under Microsoft Windows 7. The
values of the parameters of our method are based on conclusions in the relative liter-
ature and try-and-error technique. Parameter settings are given in Table 1.

4.1 Quantitative Evaluation

In order to compare the results of different segmentation methods, supervised evalu-
ation methods are used. In supervised evaluation methods, we use Jaccard index [38]
and Hausdorff distance [39], because current research [40] reports that they are suitable
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metrics for the evaluation when there exists outliers with or without small segments,
complex boundaries, low densities in the image.

4.1.1 Jaccard Index
This index is an overlap index, which directly compares the segmented image (Is) and
the ground truth image (It) by measuring similarity between them. The higher value
indicates the better result. Jaccard index is defined as the intersection between seg-
mentations divided by the size of their union, that is

JAC Is; Itð Þ ¼ TP
TPþFPþFN

ð17Þ

Where TP, FP, FN are basic cardinalities of the confusion matrix, namely, the true
positives, the false positives, and the false negatives, respectively.

4.1.2 Hausdorff Distance
This is a spatial distance based metric, which measures the dissimilarity between the
segmented image and the ground truth image. The lower value indicates the better
result. It is defined as follows:

HD Is; Itð Þ ¼ max h Is; Itð Þ; h It; Isð Þð Þ ð18Þ

Where h(Is, It) is called the directed Hausdorff distance and given by:

h Is; Itð Þ ¼ max
ps2Is

min
pt2It

ps � ptk k ð19Þ

Where ps � ptk k is the Euclidean distance between the gray values of pixel ps in the
segmented image and pixel pt in the ground truth image.

4.2 Experiments on Synthetic Images

To compare the sensitivity of the algorithms to noise, we apply them to 256 � 256
synthetic images [36], which have 4 or 5 regions and corrupted with salt and pepper or

Table 1. Setting of specific parameters in PSO-KFECS

Parameters Values

Population size 40
c1 = c2 2.0
Degree of fuzzy entropy, n 20
The spatial constraint parameter, η 2.6
The controlling Gaussian kernel parameter, k 1/p
The number of non-significant improvement, kstop 10
The terminate criterion parameter, e 0.00001
Maximum number od iterations, kmax 100
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Gaussian noises with different levels. For the salt and pepper noise, the variance of the
noise varies from 0.04 to 0.1 with a step of 0.02; for Gaussian noise, the noise
variances are in range of [0.004, 0.01] with steps of 0.002.

Figure 1 describes an example of the segmentation results of a synthetic image,
including 5 regions corresponding to gray values taken as 1, 61, 121, 181, and 241,
corrupted with 0.1 variance of salt and pepper and 0.01 Gaussian noise. From Fig. 1,
one can see, visually, that even though the six competitive methods give a coherent
segmentation result, the proposed method produces better results than the others.

Fig. 1. Segmentation results on synthetic image corrupted by salt and pepper noise (0.1) and
Gaussian noise (0.01): (a) original image; (b) salt and pepper noise image; (c) Gaussian noise
image; (d, e) FEC results; (f, g) KFCM_S2 results; (h, i) FLICM results; (j, k) PSO_V1 results; (l,
m) PSO_V2 results; (n, o) PSO-KFECS results.
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Table 2 provides the numerical scores (Eqs. 17 and 18) of the six competitive
methods, they are the average of 10 successful program runs. The table shows clearly
that the proposed PSO-KFECS algorithm provides superior results. Indeed, the contours
of the original images are better reconstructed and the regions are more homogeneous.

4.3 Experiments on Simulated MRI Images

BrainWeb provides a simulated brain database (SBD) that contains a set of realistic MRI
data volumes. We have applied the proposed PSO-KFECS and 5 other algorithms on
normal brain images, which have characteristics of Mobility T1, slice thickness 1 mm,
with different levels of noise (0%, 1%, 3%, 5%, 7%, 9%), and different levels of non-
uniformity (0%, 20%, 40%). These images were segmented with 4 cluster centroids:
background, cerebral spinal fluid (CSF), gray matter (GM), and white matter (WM).

Table 2. Segmentation evaluation scores of different methods

Noise type Metrics FEC KFCM_S2 FLICM PSO_V1 PSO_V2 PSO KFECS

Salt and pepper JAC 0.7318 0.9931 0.7309 0.7325 0.7300 0.9954
(0.1) HD 4187 3462 4324 4263 4187 1660
Gaussian JAC 0.5105 0.9746 0.6429 0.4765 0.5150 0.9912
(0.01) HD 4296 3698 4223 4183 4200 2980

Fig. 2. Original and segmented images by different algorithms: (a) original T1-weighted axial
image with 7% noise and 20% intensity of non-uniformity; (b) original image after skull
stripping; (c) the ground truth images; (d) FEC results; (e) KFCM_S2 results; (f) FLICM results;
(g) PSO_V1 results; (h) PSO_V2 results; (i) PSO-KFECS results.
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Figure 2 shows an example of segmentation of simulated brain image with 7% of
noise and 20% intensity of non-uniformity. Visually, the comparison of the perfor-
mance of the same six competitive algorithms is a little bit vague. The quantitative
performance evaluation is given in Table 3. In this table, it can be seen that the scores
of the proposed algorithm that PSO-KFECS outperforms all competing, only FLICM
reveals better for GM with Jaccard index.

5 Conclusion

In this paper, an improved particle swarm optimization with a new fitness function - the
kernelized fuzzy entropy clustering with spatial information, for image segmentation -
is proposed. Two drawbacks of fuzzy clustering algorithms, which are the trapping of
the solution into local minima and the sensitivity to noise and imaging artifacts, have
been partially overcome. The experimental results show that our method is more
effective in comparison with five competitive methods of the literature. However, there
is still much work for us to go further. Specifically, the determination of the parameters:
n (degree of fuzzy entropy) and η (controlling parameter of the spatial information) is
an open question. In addition, only one criterion (JKFECS) is used to guide the search
process of the solution, this may lead to the situation that the solution is a global
optimum of the criterion, but it may not be the optimum of the segmentation problem.
In addition to the mentioned improvements, we also intend to accelerate the conver-
gence times of our algorithm, by implementing it on multicore computer architecture in
order to parallelize the data processing. Indeed, although they are more precise,
metaheuristics based algorithms have the drawback of providing more convergence
times because they cover more widely the solution search space. Moreover, we plan to
apply a multi-objective optimization approach, in order to take benefits of other criteria.
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