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Abstract 
A new sampling model for measurement using packet 
identification on IP network is provided in this paper under a 
principle of PSAMP, a working group of IETF(to be set up), that 
a good sampling model should work for all purposes of 
measurement applications at the same time with a simple way. 
After researching and analyzing huge amounts of packet headers 
captured randomly on CERNET backbone, the result shows that 
16 bits of identification field in IP packet header is enough for 
matching bits of sampling mask. Randomization and statistical 
attribute of the sampling are analyzed in the paper, and the 
experiment also reveals that this sampling way can be used not 
only in traffic measurement but also for network behavior 
analysis. 
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1. Introduction 
With the rapid development of Internet applications, network 
behavior problems grow quickly and become more and more 
complex, which makes the study on it a hot focus of relative 
research field now [1]. Network measurement [2] is the 
foundation of network behavior research, which includes active 
measurement and passive measurement. Active measurement [3] 
injects test traffic into network to measure its behavior. As test 
traffic always generates additional load on network links and 
routers, it influences the measurement results significantly. In 
contrast to this, a passive measurement [4] relies on the traffic 
which already exists in the network only, but it is difficult to 
work in a wide bandwidth environment and analyze the traffic on 
time. Passive measurement is applied to research traffic statistics 
behavior, such as accounting and traffic management. In recent 
years the passive measurement technology is also used in 
network behavior, such as end-to-end network behavior [5] and 
routing behavior [6] . 

In 1993, Claffy [7] processed NSFNET backbone traffic with 
passive sampling measurement technology for statistical, and 
RFC2330 [8] suggested a Poisson sampling method for measure 
high-speed network traffic after analyzed its randomicity, but 
what they did couldn’t work for network behavior. On the other 
hand, I. COZZANI [5] used bit pattern checksum sampling 
model for end-to-end QoS in ATM network, and N. DUFFIELD 
[6] analyzed routing behavior with hash function sampling model. 
Unfortunately, without guarantee of randomicity, these two 

methods couldn’t be used in sampling traffic and the statistics 
behavior analyzing on it. 

PSAMP [9] suggests sampling model should work for all 
purposes of measurement applications at the same time with a 
simple way. The passive measurement is used in two 
applications mainly, which are traffic behavior analysis and 
network behavior analysis. The most important issue for the two 
analyses are insuring randomicity of measurement sampling and 
keeping consistency of sample at different measuring points 
respectively. Statistical analyzing of huge amounts of packets on 
CERNET backbone shows that bits in IP packet identification 
field possess high randomizing and independent identity 
distribution, that means by using IP packet identification a 
sampling measurement model with statistical randomicity and 
consistency of sample is available. 
In the following sections, a sampling measurement model is 
proposed firstly, then the randomicity of packet bits is compared 
among packet header fields, after that the paper analyzes the 
randomicity of measurement sample. The conclusion is given out 
finally. 

2. Sampling Measurement Model 
2.1 Conception 

Entropy [10], an important concept of information theory, is 
being used to measure random degree of various random 
experiments, which is extended to estimate bit randomicity in 
this paper. Some concepts about sampling model are defined 
firstly. 

Definition 1: Bit Entropy, the entropy value of a bit, is defined 
as: 
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Where p0 is the probability of b=0, and p1 is the probability of 
b=1. 

Theorem 1, Maximal Bit Entropy Theorem. In Definition 1, if 
and only if p0= p1=1/2, the maximal bit entropy value Hmax(b) = 
1 is reached. 

Definition 2, Information Efficiency E of A Bit Entropy, a 
metric of bit randomicity, is represented by the ratio between 
H(b) and Hmax(b). Due to Hmax(b)=1, 

, . The randomicity of a 
bit becomes larger, when E approaches 1, and vice versa. 
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Definition 3: Bit Flow Entropy, is defined as: 
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where s is the length of a bit flow which has n+1=2s events all 
together, and p0, p1, , pn are probabilities of each event. 

Theorem 2, Maximal Bit Flow Entropy Theorem. In Definition 
3, if and only if the 2s events of a bit flow have the same 
probability, that means, p0=p1= =pn= 1/2s, the maximal bit flow 
entropy   
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is reached. 
Definition 4, Information Efficiency E of A Bit Flow, a metric 
of bit flow randomicity, is the ratio between H(s) and Hmax(s) : 
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2.2 Sampling Measurement Model 

PSAMP suggests that sampling measurement model should be 
simple and suffice for a wide range of measurement applications 
that include traffic statistics analysis and network behavior 
research. Measurement sample should be random for traffic 
statistics analysis, but it should be kept consistency at different 
points for network behavior research on the other hand. By 
choosing mask bits from an IP packet, a sampling measurement 
model on statistics analysis is provided in this section, which can 
assure not only randomicity of the sample but also its 
consistency at different measuring points.  

Sampling measurement on high-speed IP traffic for statistical 
data is aimed at estimating total traffic information by selected 
samples. Sampling theory is based on randomicity in this case. 
The veracity of estimation depends on the randomicity of 
samples. On the other hand, for network behavior analysis, a set 
of samples is chosen from heavy traffic, and the result is worked 
out by the research on it only, so keeping consistency of selected 
samples at all measuring points is the most important, that means 
a measuring information is available if and only if it is obtained 
from the samples which are measured at each needed point. 

Choosing some fixed bits in an IP packet as the measuring 
sample, consistency is obtained simply. Suppose these chosen 
bits can be proved to assure statistical randomicity, then they can 
be used as the mask bits of sampling in measuring model for 
traffic statistical analysis. Figure 1 shows an example of the 
sampling measurement model. If both probabilities that each 
masking bit appears as 0 or 1 are 0.5 separately and the bits in 
mask obey independency identity distributing, the theoretic 
sampling ratio is settled by the mask length n, which equals 1/2n. 
Actually, it is impossible to suppose each bit in mask has the 
equal probability and keep independent identity distributing, so 
sampling ratio is settled by masking bits directly. As Information 
Efficiency E of Bit Entropy approaches 1, the sampling ratio 
approaches theoretic one. Following factors should be satisfied 
when choosing masking bits from packet. Firstly, the masking 
bits can’t be changed during the whole transportation to insure 

the consistency of sample. Secondly, the masking bits should 
have high randomicity for sampling ratio equals theoretic ratio 
statistically, and finally the masking ratio should be independent 
of statistical content of packet.  

It is easy to assure measuring consistency with this sampling 
model, but randomicity can’t be proved by mathematics method, 
and can only be analyzed from network traffic statistically. In the 
following sections, bit entropy of CERNET backbone traffic is 
analyzed, and bits with maximal bit entropy are chosen as the 
masking bits. 
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3. Statistical Analysis of IP Packet Header 
3.1 Bit Entropy Analysis of the Header 

Study in following sections shows that the entropy of 
identification field in IP packet header is quite large and its 
content is not changed during transportation. This result comes 
from statistical analysis to the first 20 bytes or 160 bits in 
100000000 IP packets captured from CERNET backbone link 
directly by a system which is developed for measuring backbone 
traffic with hardware of a1000Mbps network card, PIII 1G CPU, 
and Red Hat Linux6.2 operating system.   

As all captured packets are Ipv4 and their IHL are 5, information 
efficiency of bits entropy in these two fields(version field and 
IHL field)  are both 0. 

For TOS field, there are only 0.021  packets which use the 1th 
to 3th bits in this field to express PRI. 2.55% packets use the 4th 
bit, 2.98% use the 5th, and 0.03% use the 6th. The bit entropies 
from the 4th to the 6th bit are 0.171, 0.193 and 0.004 separately. 
The last two bits aren’t defined, and there are only 40 packets 
use them within all 100000000. From these statistical figures, the 
bit entropy of TOS field is too little, and some bits in this field 
may be changed when packets pass through routers, so it isn’t 
suitable to be used as matching bit flow of sampling mask. 
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Figure 2  E of Packet Length Field 



Values of packet length field are always 40, 552, 576 and 1500. 
Entropy efficiency E of this field is shown as Figure 2. It is quite 
small in the first byte, but is larger than 90% in the second one. 
As what has happened in TOS field, the bits may be changed in 
this field through network, it couldn’t be used as matching bits 
either. 

Among all fields in IP packet header, identification field is the 
most suitable one for being used as matching bits of the sampling 
mask because of its statistical value of E shown as Figure.3 on 
one hand, and its consistency which means no bit changes its 
value during the whole transportation on the other hand. 

 
 
 
 
 
 
 
 
 
 
The first bit of Flag field isn't used. The value of E for DF bit is 
88.7% and MF is 0.31% statistically. The other 13 bits E value of 
fragment field is shown in Figure 4.  
 
 
 
 
 
 
 
 
 
 
 

TTL is decremented per hop. Protocol field has low bit entropy 
because 93.04% packets are identified as TCP(6), 6.37% of them 
are UDP(17), and others only 0.59%.  

 
 
 
 
 
 
 
 
 
 
 
 
 

The entropy efficiency E of IP address fields both for source and 
destination are in Figure.5 which shows that the last 16 bits’ E 
value in these fields are larger than 90%, so they can be operated 
as matching bits also. 

According to bit entropies statistical analysis for each field in IP 
packet header, 16 bits of identification field, and the last 16 bits 
of source or destination IP address field, can be used as matching 
bits for they are not changed during transportation and have high 
efficiency of bit entropy information. 

In the next section, interrelation and correlation between bits 
within a matching bits field is analyzed independently for the 
each 16 bits field being selected above. 

3.2 Bit Flow Entropy Analysis 
At different time segment, IP traffic on CERNET backbone is 
captured 10 times, 1,000,000 packets each time. The information 
efficiency of the three fields bits entropy is calculated and the 
results are shown in Figure 6. For identification field, the 
minimal information efficiency E of 16 bits is 0.901, the 
maximum one is 0.915 and wave range is 0.014. The minimal E 
of the last 16 bits of source and destination IP field are 0.648 and 
0.544, the maximum one are 0.668 and 0.556, and waves ranges 
are 0.020 and 0.012 separately.  
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 Figure 3. E of Identification Field 
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Identification field is chosen as the random sampling matching 
bits finally for the more analysis because it has more strong 
stability than the other two. 
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Figure 4. E of Offset Field 

4. Performance Analysis of Sampling 
Measurement Model 

According to above analysis, the matching bits is choose from 1st 
to 16th bit in identification field, so ratio of sampling can be from 
1 to 216, the maximal sampling ratio can realize 65536, and this 
sampling model can work with traffic up to 640Gbps in theory. 
As a common PC can only deal with and store 10Mbps traffic 
now, the sampling model is much more than enough to support a 
system which uses PC measuring traffic. On the other hand, as 
there are bit operation in the sampling measurement model 
mainly which can be carried out through hardware easily, the 
sampling measurement is carried out in network card actually. 
The randomicity of the model and its statistical character of 
traffic sample will be analyzed below. 
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Figure5. E of IP Field 

4.1 Randomicity Analysis of the Sampling Model 

Figure 7 gives out the statistics analysis result of bits E from 1st 
to 16th bits in identification field with the 10,000,000 packets. In 
the figure, the minimal bits entropy is larger than 0.9, that means 



the bits in identification field are independent and the 
autocorrelation between them are very small. 

 
 
 
 
 
 
 
 
 
 
 
The correlation between sampling mask length and sampling 
ratio is shown as Figure 8. If the sampling masking length is n 
bits, then the theory sampling ratio is 1/2n, and there are 2n masks 
corresponding to sampling ratios. The maximal ratio, minimal 
ratio, median ratio, 95% ratio, and 5% ratio are listed separately. 
Except the maximal ratio, the others sampling ratio curves are 
quite near theoretical one. On the other hand, it is also proved by 
the statistics that value 0 is not suitable to be a sampling mask 
for its sampling ratio is much higher than any other values. From 
figure.8 we can also find that the identification field owns a good 
randomicity and is fit for matching bits.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2 Statistics Character of Traffic Sample 

In this section, χ2 distribution [11] is used to examine the 
independence hypothesis of packet length, source IP from the 
samples and the full traffic. Suppose that statistical distribution 
of full traffic is F0(x), and the sample statistics is F(x). For a 
given confidence level ( =0.05 or 0.01), independence 
hypothesis H0:F(x)=F0(x) is tested by χ2 distribution. 

After dividing the range value of full traffic into I bins according 
to characters  (packet length, and source IP), when ni packets fall 

into bin i, the number of full packets is n . If there are 

m
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where p is the sampling ratio, nip=ni m/n is the number of 
sample packets in theory. For a given confidence level =0.05 
or 0.01, if χ2<χ2 , accept the hypothesis.  χ2  is the th quantile 
of χ2 distribution with I-1 degrees of freedom.  
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The statistical attributes to the prefix of source IP and packet 
length in identification field are tested as matching bits from 1st 
to 16th bit in that field on 10000000 packets. In the test, 1, 10, 
101, 0110, 10111, 101011, 1010111, 10100100, 110011101, 
1010111000, 11110000111, 000011110000, 1010101010101, 
10000001110010, 011000101110000, 0010101011101101 are 
selected as sampling masks, which are the 1st, 1st-2nd,--------,1st-
16th bits in identification field respectively. 

 Sampling Mask Length  

Figure 7. Comparison of the Bits E  

In the experiment, the prefix of source IP is tested with I=25. Due 
to the packet length between 40 bytes and 1500 bytes, a bin per 
30 bytes, so 49 bins are built. In order to reduce the estimated 
error, when the theory sampling number in bin i is less than 5, it 
will be united. The results of test hypothesize for distribution of 
packet length and source IP prefix are shown in figure.9 and 
figure.10. From these figure, for a given confidence level (
=0.05 or 0.01), , the hypothesis H22

αχχ < 0 can be accepted that 
means the sampling traffic has the same statistics distribution as 
the full traffic.  
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Figure 9. Hypothesis Distribution of Packet Length 

χ
2 Statistics 20

30

40

Statistics

=0.05

0.1

0

10

50

1 3 5 7 9 11 13 15

 
Sampling Mask Length 

Figure 8. Relation between Sampling 
Ratio and Mask Length 
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5. Conclusions 
The sampling measurement on network traffic is a hot focus in 
network behavior research field. After a huge amounts of traffic 
passing through CERNET backbone is analyzed, we find that bits 
in packet identification of IP packet header aren’t changed during 
the whole transport process and the randomicity of them are quite 
large. A sampling measurement model behind the fact is put 
forward in the paper, and efficiency of it is proved by 
randomicity and independency analysis to measuring sample. It 
is very easy also to apply the sampling model in a router or 
measurer. Because packet identification isn’t changed while it is 
transported, so the consistency of sample in different points can 
be assured, that means the sampling model is used not only for 
traffic behavior analysis, but also in network behavior research. 
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