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Absdtract: In order to improve the precision of super point
detection and control measurement resource consumption, this
paper proposes a super point detection method based on sanpling
and data streaming algoritms (SDSD), and proves that only
sources or destinations with a lot of flovs can be sanpled
probabilistically using the SDSD algoritm. The SDSD algorithm
uses both the IP table and the flov bloom filter (BF) data
structures to maintain the IP and flov infomation The IP table
is used to judge w hether an IP address has been recorded If the
IP exists, then all its subsequent flovsw ill be recorded into the
flov BF, othewise, the IP flov is sampled This pgper also
analyzes the accuracy and memory reguirenents of the SDSD
algoritm, and tests them using the CERNET trace The
theoretical analysis and experimental tests damonstrate that the
most relative errors of the super points estimated by the SDSD
algoritm are less than 5%, whereas the results of other
algorithms are about 10%. Because of the BF structure, the
SDSD algorithm is also better than previous algoritims in tems
of memory consumption
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e problen of super point detection arises in network
monitoring and security gpplications, such as DDoS at-
tacks, womm attacks and nework scan events which cause
sme IP addresses to produce and snd a large number of
flovs to distinct destinations or receive a large number of
flows fram different sources in a given measuranent interval
For exanple, Slanmer's scanner’ could produce more than
30 000 scans per s=cond For a lightly loaded OC-48 with a
favorable traffic mix, ameasurament systeam with amemory of
hundreds of megabytes and efficient algoritms for counting
flows can afford to kegp an entry for each source and destina-
tion IP. However, under adverse traffic mixes such asmassive
DosS attackswith source addresses faked at random or womms
aggressively probing randam destinations, keeping even a
snall entry for each unique IP addresswill conaume too much
memory of measuranent monitors,  we cannot afford o save
the states of all aggregation points
Thisproblem of super point detection has been studied in
recent years For example, Snort” and Flovscan™ keep re-
cords for each urce and destination There is no memory-ef-
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ficient implementation in this straightfoward gpproach, since
the hash table typically requires large quantities of DRAM for
operation A sa reault, this goproach is not feasible for monito-
ring high-peed links Venkataraman et al ' proposed two
flov sampling techniques to detect super points, where both
one-level and wo-level filter schemes used a hash-based flow
sanpling technique for estimating fan-outs When these
schames are used in high-geed links, the sampling rate is
typically lov due t the traffic burst problen Zhao et al
proposed wo algorithms to lve the problans using the data
streaming algorithm which focuses on estimating the number
of flovs in the source/destination IP, but they did not give a
method concerning how to retain the ource/destination IP re-
cords Noriaki et al '’ proposed an adaptive method of identi-
fying super points by flov sampling in order to satidy the giv-
en meamory size and the requiraments for the processing time,
D it can adgtively optimize parameters according to changes
in traffic patterns

This pgoer proposes a super point detection method based
on sampling and data streaming algoritms(D D). In this
method, only sourcesor destinationswith a lot of flovs can be
sanpled probabilistically using sampling and data streaming
techniques The contribution of the DD algorithm is o use
both the IP table and the flow bloom filter(BF)'"! data struc-
tures to maintain the IP and flov information

1 DD Algorithm

The DD algoritm structure is shovn in Fig 1 After a
packet arrives in the monitor, the algoritm checks the IP ta-
ble and judgeswhether the IP which the packet includes has
existed in the IP table If the IP isfound in the IP table, then
the flowv which the packet belongs to will be checked and the
IP entry in the IP table is updated Othewise, the DD will
sanple the flow to decidewhether to add a nev IP record into
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Fig 1 SDSD structure
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the IP table

The DD algorithm directly submits it to the BF
processwhether the source/destination IP in the packet be-
longs to an entry in the surce/destination IP memory or
not; othewise, the flov sampling process randomly samples
this flov with a probability p Let a flow identifier of a
packet be x, and a hash function h produce a hash value
h(x). Let the maxinum of the hash value be h,, and the
sampling probability be p If h (x) /h,, < p, then the
ource or destination IP of this packet is sampled, and the
urce/destination IP isadded in the source/destination IP
table After the IP is added, the sample and hold process
will trandfer all its subsequent flovswhose urce/destina-
tion IP is equal to the IP in the flov BF. W hen a packet
passes through the sample and hold process, the BF will be
detected to judge whether the destination/ urce IP of this
packet belongs to a nev or a existing flov. If it has no re-
cord in the bloam filter, then its information is added to the
BF, and the surce/destination IP table is al$ updated at
the same time

The DD defines an IP table used in keeping the IP
identifier and its flov number, and sets aBF structure to
record those flovswhich have been written in the IP table
Let the size of the BF be w (bits), and the BF, which is
used to record whether the flow exists, is initialized all
“0” at the beginning of the measuranent interval We st a
hash function h thatmapsa flow label to a value unifomly
distributed in [1,w]. As 20n as a packet pkt arrives, the
DD hashes itsflow label (pkt sourcelP, pkt destIP, pkt
ort, pkt dport) using the h hash function, 0 r=h (pkt
urcelP, pkt destlP, pkt sort, pkt dport). The result r
is treated as an index into the BF. If B[r] =1, then the
flow has been processed with a collision probability, and
the DD simply misses processing the packet. Othemwise
(i e B[r] =0), the flov label of the packet is a new one,
and the IP record is updated in the IP table

2 Theoretical Analysis

W e fomally quantify the probability that a super point
with a certain number of flows is not detected Let F be a
threshold of the flov number of a defined super point and p
be the flov sampling probability Then the probability p'
that the super pointswith F flovs are missed isp’ = (1 -
p)'= e ™. Let the probability of amissed super pointwith
F flows be less than or equal ©9d, that is, p =e "<3,
then the sampling probability p should satisfy p= li(llz—Bl
to detect the super point with F flovs For example, if we
need to detect a super point whose flov number is greater
than 100 andd < 0. 000 1, then p> =0. 092

L et a super point have s flovs W hen the first flow of the
auper point is sanpled, the number of passed flows in the s
flovs isX. Here X is a geometric probability distribution,
and its probability mass function(AMF) isP (X =k) = (1
- p)k'lp W here X = k means that when the first flov of
the super point is sanpled, the number of passed flows in
the sflovsisk- L E(X) =1/p, var(X) = (1 - p)’/p
The estimated value of x is® =1/p, and its variance is (1
- p)?/p Asaming thate is the relative error threshold of
the flov number estimator of a super point,¢ =0.1 Ac-

cordingto ( W1- p/p)/F<€ and ( J1+&°F - 1)/
(Z°F’)< p, theminimal probability for flov sampling is
0. 095. In this example, the sampling probability is st
10% to satidy the wo conditions
After the first flow of an IP is recorded in the IP table,

all the subsequent flowvs which belong to the IP will be
measured, and their subsequent flovs will be checked by
the BF and judged whether the flowv is a nev one or not

L et the number of “0” bits in BF B (with sizew) be u
when a new flow with source IP S arrives If the flow identi-
fier ismapped ino B[ r], then B [ r] =0 with probability
u/w, owe can usew/u to update the IP flov number N
(S) in the IP table In the measureament interval, if k flows
of IP S are found in the BF B, we can obtain an unbiased
estimator of the IP S flov number after the first flov of IP S

k

is recorded into the IP table Ng = Z o A sauming that

the number of “1” bits in the BF with m-bit gaces and k
hash functions is n, when the i-th flow arrives, the collision
probability that a hash value of a new flow enters into “1”
bit position isn; /m. Because the probability that all k hash
functions enter into “1” bit positions is (n, /m)*, the p rob-
ability that a new flow can be detected isp =1 - (n;/
m)". Therefore, to obtain an unbiased estimator of the IP
flovs from the sampled traffic, we should statistically com-
pensate for the fact that with probability 1 - p;, the bit in
the BF hasa value of 1 and the flov will miss the update in
the IP table due to aforanentioned hash collisions It isob-
vious that ifwe add 1/p, =1/(1 - (n,/m)“) to the IP ta
ble, the reaulting estimator is unbiased, and its variance is
(1-p)/g =(n/m)7(1- (n/m))? To bemore pre-
cise, supposing, in ameasuranent period, the BF is upda-
ted by an IPSwith T flovs{flow;, j=1, 2, ..., T}. An un-

. . . i 1 :
biased estimator of T isE(8) = iz 1 (nm*’ and its
: (n/m)"
2. (1 - (n/m)"*
pling and the BF are considered at the sane time, thfzn E®

i 1 1 i (n /m)

2 ) T T 2 T
l-p

P

The IP table size is determined according o the number of

identified super points The actual number of sampled flows is
an upper bound on the number of entries in the IP table be-
cause new entries are created only for sampled flovs The ex-
pected number of the sampled flovs isNp, where N is the
number of flovs and p is the sampling probability. Since the
nunber of sampled flowvs is a binamial probability distribu-
tion, we can use a nomal distribution curve o fit the number
of sampled flows during the measurament interval with high
probability. The actual flov number with a probability of 99%
will be atmost 2. 33 standard deviations and above the expec-
ted value The standard deviation of the number of sampled

flovsis VNp(1- p). The entries in the IP table are at most
Np+2.33 JNp(1- p), and the relative error of the super
pointwith F flowsis ( /1 - p/p) /F.

variance is var(g) = If the sam-
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3 Experimental Analysis

Here the PID algoritm will be ocompared with
V enkataranan's sampled algorithm (V SAM ) , and Zhao's bim-
g algoritm (ZB IT). The VSAM algorithm randomly samples
a certain percentage of <urce-destination pairs using a
hashing technique o estimate the fan-outs of surces, which
are counted and scaled by 1/p to obtain an estimate of the
fan-out of the sources in the original traffic This counting
process is typically performed using a hash table o store the
fan-out values of all the ssmpled ources © far, and a newly
sanpled flov will increase the fan-out counter of the corre-
gonding hash node The ZBIT algoritm al® uses a hash-
based flov sampling algorithm to approximately count the fan-
outs of the sampled urces The main contribution of the
DD algorithm is that the sampled traffic is further filtered
by a smple data streaming module, which guarantees that at
most one packet from each flov isprocessed, © it allowvsfor a
much higher sanpling rate than the traditional hash-based
flov sampling

The following equations show the flov number unbiased es
timators of the three algoritms and their variances The flow
nunber unbiased estimator of the VSAM algoritm s
. m
m-n

E(x) =n/p, that of the ZB IT algprithm is—; 5 . and

k

+—l . The vari-

;
that of the DD algoritm is Z P ”
m - n

ance of the VSAM algorithm isvar(x) =n(1 - p) /p, that of

T

. .1 n E(X) (1 - p)
the ZB IT algoritm |sp2 Z mon + 0 , and
oo mn)" 1-p
that of the DD algoritm ISZ p — += . Now
(m" - n) p

we can define a theoretical error metric g, = var(x) /E(x) to
campare the three algoritms S the error metric of theV SAM
algoritm isg,. = (1 - p) /p, thatof the ZBIT isg,= (2T/
m+ 1 - p)/p, and that of the DD is g, =
mT*/(2m - T)® + (1- p) /g

Tm/(2m-T) +1/p
flov number.

Fig 2 is the smulation comparison anong the three algo-
rithms acoording to their theoretical error equations In the ex-
anple, T is st o 100 000, and m is st b 1 048 576 Fram
the smulation results, we know that the theoretical error of
the DD isless than those of both theVSAM and the ZB IT.
10 —e— VSAM
10°F —=— ZBIT
1 —— SDSD

10!
10°
10°!

10—2 1 1 1 1 I 1
0.5 0.1 0.05 0.01 0.005 0.001

Sampling ratio

(k is et to 1),where T is the

Theoretical error

Fig 2 Theoretical error canparison

W e al® use packet header traces in this pgper gathered at
an OC-48 backbone link of CERNET at 18: 48 pm on Novan-
ber 10, 2005"*". The CERNET trace is 60 s with 128 350
urce IP addresses, 759 041 flows, and 37 008 564 packets
If the super point threshold is st at 0. 1% of the total flov

number, then the number of super points is 85 in the trace,
and its threshold is 759 flows In the experiment, the flov la-
bel consists of the four tuples wurce IP, destination IP,
urce port, destination port , and the IP label is urce
IP . The auper point is the IP label whose flov exceeds a
predefined threshold of 0. 1% of the total flov number.

In the experiments, both the DD algorithm and the B IT
algorithm use a bit array structure to record if the flov has ar-
rived The size of the bit array in the wo algorithms is st at
128 KB, that is128 x8 x1 024 =1 048 576 bits The flow
sanpling rates of all the three algoritms are st at p=1/8
Before we begin to measure the accuracies of the different al-
gorithms, an errormetric e, isdefined The e, metric o esti-
mate the average error of all n estimated super pointsise, =
Z —l X, X x| . Where X, is the actual flov number of the i-
th super point, and X, is the estimated value of the i-th super
point

The estimated resultsof the super points using the three al-
gorithms are campared with each other in Fig 3, where the
X-axis is the true flov number of the super points, and the Y-
axis is the estimated flov number of the super points Let the
super point threshold be T, and the range of the X-axis be de-
fined as [T, 2T] such that the range of the X-axis is [759, 1
518] in the CERNET trace The diagonal line is usd as a
standard line o compare the detection perfomance If these
points are nearer to the diagonal line, then the estimated -
per point value is closer to the actual value The dotted line a
bove the diagonal line shows that the estimated values are 5%
greater than the actual values, and the dotted line below the di-
agonal line hows that the estimated values are 5% less than
the actual values The points inside the tvo dotted lines have
relative errors of less than 5%. Fig 3 shaws that nearly all
pointsof the DD detection are inside the two dotted lines
while lots of pointsof the other wo algorithms are outside the
wo lines It means that the relative errors of detecting super
points using the DD algorithm are less than 5%, while the
relative errorsof the other wo algoritms are more than 5%.
The greater the distance betveen the point and the diagonal
line, the greater the estimated error. Fig 4 explains the relative
error distributionof the super points The X-axis is the range of
the relative error of the super point, and the Y-axis is the ratio
of the relative errors of the auper points in the range of the X-
axis As shown in Fig 4, most relative errorsof the super points
egtimated by the DD algoritm are less than 5%, which are
better than the detected values of the VSAM algorithm and the
B IT algoritm
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4 Conclusion

It is a significant challenge in netvork management and se-
curity to detect the super points in high-gpeed network links
efficiently and accurately. In this paper, we propos a nev
method for detecting super points to guarantee detection accu-
racy and memory requiranents Our method is based on san-
pling and data streaming algorithm s, where the sampling tech-
nique can probabilistically guarantee o sample only super
points and the data streamning technique setsaBF structure
save memory ace

The datistics method is adopted to analyze the mamory
Pace requirements and the estimated accuracy of super
points, and a lover bound of ssmpling probability is deduced
using a bounded variance estimator. The experiment with the
CERNET traces shows that the DD can accurately detect
super points, and efficiently save memory,

(BF) IP table P

BF ; IP table

, CERNET

5% ,

: TP393. 08
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