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Abstract To ncrase he perfomance of bulk data transfer m ission w ith ultra-long TCP ( transn ission control

potocol) connection in hih-energy physics experin ents a series of experim entsw ere conducted to expbre he

way b enhance the transn ission effiency. This paper ntwduces the overall structure of RC@ SEU ( regional

center@ SoutheastUniversity) n AM S (alpham agnetic spectran eter) -02 gwund data tansfer sy stan as well
as the experments conducted in CERNET (China Education and Research Newotk) /CERNET2 and global
academ ic Intemet The effects of the nunber of paralkl streams and TCP buffer size are tested The test
confims that n te current circun stance of CERNET, o find the right nun ber of parallel TCP conmnectons is
themain method to mprove the throughput TCP buffer size tuning has little effect now, butmay have good

effectsw hen the available bandw dth becan es higher
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AM S (alphamagnetic spectometer)-02 is an n-
ternatbnal cooperative particle experim ent in Space[l].
This experment w ill keep a magnetic spectran eter on
the ISS for apernd of about3 to 5 years w ith the pur
pose of perform ng accuratg high statistics long dura-
tbn measurements of the spectra of energetic prinary
charged cosn ic rays in space ltsearly poiotype AM S-
0L was carried by the US Space shuttle n 1997 to
space fora 10 d operatbn w ith fruitful obsewaton re-
su lts ach ieved

The m easured data of the AM S-02 will be trans
m itted to CERN (Euwpean O rganization for Nuclear
research atG eneva Sw itzerland) v NASA, and final
} distributed to different regbnal centers (RC) for
physics research purposes The RC@ SEU, located at
Southeast U niversity, is the only RC n the Asan re-
gon Accoding to the desgn the m easured raw data
and the auxilary ones are transferred to RCs via a
gbbal academ ic newoik for a duration of about 5
years This is an ultra-bng data tansmison task
w hich requires certan stable bandw dths and the cur
rently available data transm issbn too ls are insufficient
formeetng such needs because there is no Q oS guar
anteed at he current global Internet be ng used. There-
fore, a special transfer system needs to be devebped
for this puipose This paper ntwduces he mp lm enta
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tionmodel of RC@ SEU for the AM S-02 data transfer
systan, based on a series of feasibility experments

conducted on CERNET and CERNET2

1 Stiucture of the RC@ SEU D ata T ransfer
Sy stem

The RC@ SEU data transfer system should support
not only the data transm isson w ith SOC@ CERN, the
data center for AM S-02 and data distrbutbn to all the
users nvolved but also video conferencng (VRV S
developed by the California Instiute of Techno bgy
USA) and ren ote access services for the cooperative
wotk among AM S-02 partmers Therefor, RC@ SEU
should provide guaranteed bandw idh and transm issbn
quality to support these requirem ents

The global netw ork environm ent used by all the
AM S-02 parmers is heterogeneous one The Chnese
parters are using CERNET2 a native IPv6 newoik
The Ihternet used n the USA, e g Abikne is dual
stack based and alost all the European pariers are
stillusng IPv4 netw ork The BBFTP"”, an FTP-based
parallel buk data transfer too lused for he AM S-02 da-
ta transn ission systan, woiks on both IPv4 and IPv6
platfom s but the VRV S only has IPv4 version To n-
tegrate then together tunnelng techno bgy is used to
connect the IPv4 and IPv6 systan s bgether The over
all systan structure of RC@ SEU based on the L nux
enviromm ent is shown in Fig 1 The core component of
the system is the tunnel server (TS) w hich

® Integrates he IPv4 over IPv6 tnnelng services
w ith the AM S-02 ground data transn ission sy stem;
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Fig 1 O verall strucure of RC@ SEU

® Provides priority-based QoS functbn enbedded in
the L nux keme]

® M anages the tunnel operation ncluding tnnel
m antenancg hroughput path MTU, wnnel soft states
etc

2 Buffer Size and Strean N um bers

The fik transfer protocol uses a TCP connection
b send and receve data And a standard TCP connec-
ton uses aw ndow -based method to control the band-
w dth beng used to guarantee the stability and faimess
on resource sharng The TCP mplements flow control
and congeston control via a flow-contwo | w ndow
(fwnd) that is advertised by the receiver to the sender
and a congestion-control w indow (ewnd) that is adap-
ted by the sender based on the nferred state of the net-
work The maxinum fwnd and ewnd is related to the
anount of buffer space that the kemel albcates for
each socket For each socket there is a default vahe
for the buffer sz¢ which can be changed by the pro-
gran using a sy stem library call just before openng the
socket The buffer size can be ad psted for both the
send and receive ends of the socket If they are set be-
bw the BDP (bandw dth delay pwoduction), thisw ill
cause a perfomance bottleneck on a high bandw idth
and a long delay link and m ake it mpossble to take
full advantage of the available bandw ilth For the inter
operability an ong all the RCs we cannotmodify the
TCP congestion control algoritm forRC@ SEU inple-
mentation There are wo manm ethods to impove this
situatbn one is b mpove he nunbers of parallel
strean s the other is to ad pst he TCP window when
setthg up a TCP connection and this will have an

effect on the value of fvnd and avnd ™.

It has been proved by experments that ncreasing
the nun bers of parallel strean s w ill ncrease the transfer
speed for sure But if he number is over- ncreased the
ransfer speed w ill decrease because tere will be a
shortage of resources that are needed for connecton op
eratond’. Besiles this to ncrease he paralle] streams
for one application isnot fair to other users of this Iink
because it breaks he fairprincple anong netw ork users
so sam e ISP w ill assme that it is a kind of “denntof-
sewv e attad and refuse to provile service to such us
ers Therefor, it seems that optin iz ng the buffer sze of
TCP comections is a better dho e to his probhnm.

WEB 100" did much woik tom ake full use of the
lnk by ad psting the TCP buffer accoding to the BDP
measured But here should be a trade-off between the
buffer sze and the stean mmbers SLAC" com pared
the perfom ance w ith different TCP buffer szes and dif-
ferent parallel strean s The esulis show ed that when he
buffer size was rehtwely anall the transfer speed w ill
increase lnearity w ith the stream numbers U nder such a
circun stancg the lnk was not saturated so to ncrease
the nunberw as a good m ehod How ever as the buffer
size ncreases the speed w il decrease because every
connecton needs to consune system resources (memo-
1y, process and CPU). So the problkm is how to achieve
the best speed by poperly settng the wo paraneters ac
cordng to the netw ork status that AM S-02 faces A ctual
ly, since the path between RC@ SEU and SOC@ CERN
w ill pass acwoss the three higest academ ic newoiks n
the world past experiences may notbe suitable for this
situation For such an ulira-long session dehy and
avaibb b bandw idh flictuate fiom tme to tme © hat
the system shoul be abk to adjust these paran eters aur
tam atically
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3 DataT ransfer Experin ents on IPv4 Netvork

To find out the suitable buffer size and strean
nun bers for RC@ SKU under the specific global Inter-
net environmeni a seres of experments have been
conducted to verity the feasbility of the RC@ SEU
design

The wo end systans for IPv4 nework experr
m ents are located at Southeast University (Nanjng
Chna) and CERN (Geneva Sw izerland). The trans
m ission path passes through CERNET, vBNS n the
USA, and CERN nework ( nterconnected thwough
Starl. ght n Chicaga USA). Iperf“m was used to
m easure the availab k bandw idh of he path This test
found that the path was composed of about 18 hops
and there was a configuraton problem at Staid.ight
w hich m ade he path asymmetrical ( the probkm was
fixed later). The available bandw dth of sngle TCP
connectbn is about 1. IM bit/s

BBFTP was used for the experm ents betw een
SEU and CERN, which albw ed users to adjustm anu-
ally the parallel strean numbers and the TCP buffer
size Six experinents were conducted w ih parallel
numn ber settngs fran 1 to 40 each tme The average
result is shown nFig 2We try to find a po lynan ial
p(x) (x is he number of paralkl stream s) of order 2
hat fits the data in a least square sense W e obtain it
as fo llow s

P(x)= — 0.008 3 + 0.391 5x+ 1.4962 (1)
The maxmun valie of P (x) is 6. 11M bit/s when x
is 23. 36 That means on this path we can get the
m ax mum throughput by setting the paralle] stream s to
23,
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Fig 2 Throughputw ith different parallel strean num bers
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The test results prove the basic equilbrium prn-
ciple of TCP, so that he throughput can be ncreased
by ncreasng the parallel strean s However accordng
o Ref [11], if an app lication usesn TCP strean s be-
w een w o hosts the aggregate bandw dth of alln TCP
connectonsB can be wughly expressed as

B < Suiss 1 1 _1] ( 2)

+ + et
trrr Jp_l Jp_2 JF:

where Syss is themax mum segm ent size trrr is the
round trip tm e and p; is the packet loss ration of the
i-th connection Among these param eters the packet
loss rate p; is a prinary factor in delem ining aggre-
gate TCP throughput of paralk]l TCP connection ses
sions A sdiscovered n Ref [12], the bss rate over a
w ie area netw ork w as mostly caused by physical er
wr and/or congestion A dvanced communicaton tech-
no bg s can ensure us a relable infrastructure for the
current g bbal Internet so that the main reason for
packet bss is congestbn w hich m akes the parallel
TCP connectons compete w ith each other as well as
w ith other traffic and m ake the bandw dth of the ag
gregate TCP sessions decrease

It is also w ell known that when the TCP sender
buffer is set to the BDP, the throughput of a single
TCP connectbn may be the best W e used Iperf and
ping to get the bandw idth and RTT of the path The
experin ent lasted for about wo days to see the vari-
tion of the BDP. Fig 3 is he BD P over the path from
SEU to CERN at 30m in ntervals

Bandwidth delay
products/Kbits

Fig 3 BDP on the path from SEU to CERN

It can be seen that alhough there are 18 hops on
the path the value of BDP is relatwely stable durng
the time of the wo days The mean valie of BDP is
437 Kbits and the standard devaton is 36 Kbits
Based on he above resulis we can suppose that the
BDP over he lifetm e of a connection does not change
very much unless sam ething unusual happens in the
gbbal Intemei so the value of the TCP buffer size
shoul be stable for he connectbn W hatwe need to
do is to adjust he TCP buffer size when the traffic be-
havior becomes a bng-tem bandw dth utilizaton
management for this ultra-long session

Fig 4 shows the experimental results measured
bew een SEU and CERN by ncreasng the TCP buffer
size fran 10K bits to 800 Kb its

The polynom hls hat fit the data n a least square
sen se are

P,=-0.000 k’+ 0.0177%+ 0.1357  0<x<90

(3)
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Fig 4 Thoughputw ith different buffer sizes

P,=0.001 2 + 0. 956 8 90< x< 800 (4)
It can be seen that alhough he BDP is about 450
Kbits the thoughput has an obvious ncreasng trend
w hen the buffer is set bebw 90 Kbits So durng this
period the buffer sie is the bottleneck of transfer but
after 90 Kb its the ncreasng trend is not so obvbus
There are no special changes of throughput at the
point anund BDP. Tt should also be noted that when
the TCP buffer is set to 100 Kbits he throughput has
reached 1. 1 M bit/s which is the measurement result
of Iperf for one TCP connecton That reflects o
facts one is that the result of Iperf is believable the
other is after the TCP buffer is set above 100 K bits in
BBFTP, the man bottlenek changes fiom the TCP
buffer to the available bandw dth of the new otk path.

In order to detem ne the bottleneck after the
buffer size is set above 100 Kbits W e set the TCP
buffer size to 100Kbits and transfer a 10M file fran
CERN to SEU whik ushg tepdump to listen to the
process of the file transfer In Fig § the broken lne is
he w ndow advertised by the receiver (wnd). This
vahe is affected by he TCP buffer siz¢ and the con-
thuous curve is the value of the instantaneous oul
standing data sampks at varbus points n the lifetm e
of the connection W e can see that although the wnd
is laige when congestbn occurs both the wnd and
outstand ng data decrease It proves that the through-
put cannotbe ncreased by ncreasng the TCP buffer
size after he available bandw idth has been reached

------------------------------------------------------------------
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Fig 5 Outstanding dat graph
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So we can conclude hat for a non high band-
w idth path the performance of the data transfer sys
ten w ill greatly depend on the number of parallel

strean num bers

4 Data Transfer Experments on IPv6 N etw o1k

The special features of AM S-02 ground data
transn issbn make it a lypical applicatbn for next
generaton Intemet CNG I (China N extG eneration In-
ternet) is an IPv6 pran otbn pogran sponsored by 8
m inistries of the Chinese central governm ent Several
natbnal IPv6 backbones w ill be setup by carrers and
educational nstiutions CERNET2 is the hrgest one
anong them, with one of its Gigapops bcated at
SEU. The CERNET?2 backbone has been n operatbn
since D ecem ber 2004 And CERN has also been con-
nected with several IPv6 backbones n Europe and
USA. These brng us a chance to transport RC@ SEU
onto the IPv6 network

By using traceroute§ w e confim that he tans
m issbn path bewv een CERN and SEU and itsRTT are
consistent w ith the ones n the IPv4 network Same
experin ents w ere carried out using BBFTP which had
been transported to IPv6 platfoom. BDPs of the TCP
connections for these experm ents w erem easured Be-
cause of page lin itation te results cannot be listed
here and w ill be described n another paper n detail
The results confim the obsewations w e m ade on the
IPv4 network This is obvbus because TCP mpk-
m en tations are the sane for both Pv4 and IPv6 net
work These experments also confim for us that
many traditbnal app lications on IPv4 network can be
easily transported onto IPv6 network

5 Conclusbn

AM S-02 ground data transfer is an ulira-long
buk data transm ission on the global Ihtemet so it is
suitable for the IPv6-based next generatbn Internet
world-wide By defnng a special tunnel server not
only can the systan be mpkmented in a heterogene-
ous netv otk envirom ent w ih IPv4 and IPv6 back-
bone co-existing but also the transfer serv e quality
can be guaranteed to sane extent w hen the QoS of
g bbal Internet varies dynam ically n order to m eet the
requirements of the AM S-02m ission

To mprove the efficency of BBFIP s as to
make better use of the prec bus bandw idh of he gbb-
al Intemet a series of experments were conducted n
the real nework environment to study the effects of
parallel streans and the TCP buffer size on the
thoughput of TCP connections The results show that
the positve effects of parallel stream s on TCP connec
tion hroughput are more advantageous than chang ng

TCP buffer size under the current circun stances So a
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m easurem ent lool can be enbedded nto BBFTP 1o
find the optinal value of the parallel streans and
w hen the path becan es high bandw dth in the future
the tool can also be of use in fnding the BDP vale
tem ly to m ake the TCP buffer size adjusm ent posst
ble

W e believe that the experiences ganed in i ple-
m enting and testing such an application will be of
benefit b all sm ihr app licationsw hich m ay appear in
CNG 1
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