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Abstract: To increase the perfo rm ance o f bulk data transfer m ission w ith ultra�long TCP ( transm ission contro l

pro toco l) connection in high�energy phy sics experim ents, a series of experim entsw ere conducted to explo re the

w ay to enhance the transm ission eff iciency. T his paper introduces the overall structure o f RC@ SEU ( regional

center@ SoutheastUniversity) in AM S ( alpham agnetic spectrom eter) �02 ground data transfer sy stem as w ell

as the experim ents conducted in CERNET (China Education and Research Netw o rk) /CERNET2 and global

academ ic Interne.t T he effects of the num ber o f paralle l stream s and TCP buffer size are tested. T he test

confirm s that in the current circum stance of CERNET, to find the right num ber of parallel TCP connections is

them ain m ethod to im prove the throughpu.t TCP buffer size tuning has little effect now, butm ay have good

effectsw hen the ava ilable bandw idth becom es higher.
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� � AM S ( a lpha magnetic spectrome ter) �02 is an in�
ternat ional cooperative particle experim ent in space

[1 ]
.

This experiment w ill keep a magnetic spectrom eter on

the ISS fo r a period of about 3 to 5 years, w ith the pur�
pose of perfo rm ing accurate, h igh sta tistics, long dura�
t ion measuremen ts o f the spectra of energetic primary

charged co sm ic ray s in space. Its early pro to type, AM S�
01, w as carried by the U S Space shuttle in 1997 to

space fo r a 10 d opera tion w ith fruitful observa tion re�
su lts ach ieved.

The m easured data o f the AM S�02 w ill be trans�
m itted to CERN (European O rgan ization for Nuclear

research atG eneva, Sw itzerland) v ia NASA, and f ina l�
ly d istributed to d ifferent reg ional centers (RC ) for

phy sics research purpo ses. The RC@ SEU, located at

SoutheastU niversity, is the on ly RC in the A sian re�
g ion. A cco rd ing to the design, the m easured raw data

and the aux iliary ones are transferred to RC s v ia a

g lobal academ ic netw o rk for a duration o f about 5

years. This is an ultra�long data transm ission task

w hich requires certa in stable bandw idths, and the cur�
rently available data transm ission too ls are insuff icient

fo rmee ting such needs because there is no Q oS guar�
anteed at the current g loba l Internet be ing used. There�
fore, a special transfer system needs to be deve loped

fo r this purpose. Th is paper introduces the imp lem enta�

tionmodel o f RC@ SEU fo r the AM S�02 data transfer

sy stem, based on a series o f feasibility experiments

conducted on CERNET and CERNET2.

1� Structure o f the RC@ SEU D ata T ransfer

Sy stem

� � TheRC@ SEU data transfer sy stem should suppo rt

no t only the data transm ission w ith SOC@ CERN, the

da ta cen ter fo rAM S�02, and data distribution to all the

users invo lved, but also v ideo conferencing ( VRV S,

developed by the C alifornia Institute of Techno log y,

USA ) and rem ote access serv ices for the cooperative

w o rk among AM S�02 partners. Therefo re, RC@ SEU

should prov ide guaranteed bandw idth and transm ission

qua lity to support these requirements.

The g loba l netw ork env ironm ent used by a ll the

AM S�02 partners is heterogeneous one. The Chinese

partners are using CERNET2, a native IPv6 netw o rk.

The Internet used in the USA, e. g. Ab ilene, is dual�
stack based, and a lmost all the European partners are

still using IPv4 netw ork. The BBFTP
[2]
, an FTP�based

para lle l bulk data transfer too lused fo r theAM S�02 da�
ta transm ission sy stem, w o rks on bo th IPv4 and IPv6

platform s, but the VRV S only has IPv4 version. To in�
teg rate them toge ther, tunneling techno logy is used to

connect the IPv4 and IPv6 sy stem s to gether. The over�
a ll sy stem structure of RC@ SEU based on the L inux

env ironm ent is show n in Fig. 1. The core component o f

the sy stem is the tunne l server (TS ) w hich

 Integrates the IPv4 over IPv6 tunne ling serv ices

w ith the AM S�02 ground data transm ission sy stem;



Fig. 1� O verall struc ture o f RC@ SEU

�  Prov ides prio rity�based QoS funct ion embedded in

the L inux kerne;l

 M anages the tunnel operation, including tunnel

m ain tenance, throughpu,t pa th M TU, tunne l so f t states,

etc.

2� Buffer Size and Stream N um bers

The f ile transfer pro toco l uses a TCP connection

to send and rece ive data. And a standard TCP connec�
t ion uses a w indow �based method to contro l the band�
w idth be ing used to guarantee the stability and fa irness

on resource sharing. The TCP implemen ts f low contro l

and congestion contro l v ia a f low �contro l w indow

( fw nd) that is advert ised by the rece iver to the sender

and a congestion�contro l w indow ( cw nd) that is adap�
ted by the sender based on the inferred sta te o f the net�
w ork. The max imum fw nd and cwnd is related to the

amount of buffer space that the kerne l a llo cates for

each socke.t For each socke,t there is a defau lt va lue

fo r the buf fer size, w hich can be changed by the pro�
gram using a sy stem library call just before open ing the

socke.t The buffer size can be ad justed fo r bo th the

send and receive ends o f the socke.t If they are set be�
low the BDP ( bandw idth delay production ), this w ill

cause a perfo rmance bo ttleneck on a h igh bandw idth

and a long de lay link, and m ake it impo ssib le to take

full advantage o f the available bandw idth. Fo r the inter�
operability am ong all the RC s, w e canno t mod ify the

TCP congestion contro l a lgo rithm forRC@ SEU imple�
mentation. There are tw o ma inm ethods to improve th is

situat ion, one is to improve the numbers o f parallel

stream s, the o ther is to ad just the TCP w indow when

setting up a TCP connection, and th is w ill have an

effect on the va lue o f fw nd and cwnd
[ 3- 5]

.

It has been proved by expermi ents that increasing

the numbers of para llel stream s w ill increase the transfer

speed fo r sure. But if the number is over�increased, the
transfer speed w ill decrease because there w ill be a

shortage of resources that are needed fo r connection op�
erations

[ 6]
. B esides this, to increase the para lle l streams

fo r one application is no t fair to o ther users o f this link,

because it breaks the fa ir princ iple among netw ork users,

so som e ISP w ill assume that it is a k ind o f !den ia l�of�
serv ice∀ attack, and refuse to prov ide serv ice to such us�
ers. Therefo re, it seems that optmi iz ing the buffer size of

TCP connections is a better cho ice to th is prob lem
[7]
.

WEB100
[8]

didmuch w o rk to m ake full use o f the

link by ad justing the TCP buffer acco rding to the BDP

measured. But there should be a trade�o ff betw een the

buffer size and the stream numbers. SLAC
[9]

compared

the perfo rmance w ith different TCP buffer sizes and dif�
ferent para llel stream s. The results show ed that w hen the

buffer size w as re lat ively smal,l the transfer speed w ill

increase linearity w ith the stream numbers. U nder such a

circum stance, the link w as not saturated, so to increase

the numberw as a good m ethod. How ever, as the buffer

size increases, the speed w ill decrease because every

connection needs to consume system resources (memo�
ry, process and CPU ). So the prob lem is how to achieve

the best speed by properly setting the tw o parameters ac�
co rd ing to the netw ork status that AM S�02 faces. A ctual�
ly, since the path betw een RC@ SEU and SOC@ CERN

w ill pass acro ss the three largest academ ic netw o rks in

the w orld, past experiences may no t be suitable fo r this

situation. Fo r such an ultra�long session, de lay and

availab le bandw idth f luctuate from tmi e to tmi e, so that

the system should be ab le to adjust these param eters au�
tomatica lly.
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3� D ataT ransfer Expermi ents on IPv4Netw ork

To f ind out the suitable buffer size and stream

num bers forRC@ SEU under the specif ic g loba l Inter�
net env ironmen,t a serie s o f experiments have been

conducted to v er ity the feasib ility o f the RC@ SEU

design.

The tw o end sy stem s fo r IPv4 netw o rk experi�
m ents are located at Southeast U niversity (N an jing,

Ch ina) and CERN (G eneva, Sw itzerland). The trans�
m ission path passes through CERNET, vBNS in the

U SA, and CERN netw o rk ( in terconnected through

StarL ight in Ch icago, U SA ). Iperf
[10]

w as used to

m easure the availab le bandw idth o f the path. This test

found that the pa th w as composed o f about 18 hops,

and there w as a conf igura tion problem a t S tarL ight

w hich m ade the path asymme trica l ( the prob lem w as

f ixed later). The ava ilab le bandw idth o f sing le TCP

connection is about 1�1M b it / s.

BBFTP w as used fo r the experim ents betw een

SEU and CERN, w h ich a llow ed users to adjustm anu�
ally the parallel stream numbers and the TCP buffer

size. S ix experim ents w ere conducted w ith parallel

num ber setting s from 1 to 40 each tim e. The average

result is show n in F ig. 2. W e try to f ind a po lynom ial

p (x ) (x is the number o f para lle l stream s) o f o rder 2

that f its the data in a least square sense. W e ob tain it

as fo llow s:

P (x ) = - 0�008 3x2 + 0�391 5x+ 1�496 2 ( 1)

The m ax im um va lue o f P (x ) is 6�11M b it / s w hen x

is 23�36. Tha t means on this path, w e can ge t the

m ax imum throughput by setting the paralle l stream s to

23.

Fig. 2� Throughput w ith d ifferen t para llel stream num bers

The te st results prove the basic equilibrium pr in�
ciple o f TCP, so tha t the throughput can be increased

by increa sing the paralle l stream s. How ever, acco rding

to Ref. [ 11], if an app lication usesn TCP stream s be�
tw een tw o ho sts, the agg rega te bandw idth o f alln TCP

connectionsB can be roughly expressed as

B #
SM SS

tRTT

1

p1

+
1

p 2

+ �+
1

pn
( 2)

w here SM SS is the m ax imum segm ent size, tRTT is the

round trip tim e and p i is the packet lo ss ration o f the

i�th connection. Among the se param eters, the packet

lo ss rate p i is a prim ary facto r in determ ining aggre�
ga te TCP throughput o f para lle l TCP connection se s�
sions. A s d iscovered in Ref. [ 12], the lo ss rate over a

w ide area netw ork w as mostly caused by phy sica l er�
ro r and /o r congestion. A dvanced commun icat ion tech�
no log ie s can ensure us a re liable infrastructure fo r the

current g lobal Interne,t so that the m ain reason fo r

packet lo ss is congest ion w hich m akes the para lle l

TCP connections compete w ith each o ther as w e ll as

w ith o ther traf f ic, and m ake the bandw idth o f the ag�
g rega te TCP session s decrease.

It is a lso w e ll know n that w hen the TCP sender

buf fer is set to the BDP, the throughput of a sing le

TCP connection may be the bes.t W e used Iperf and

p ing to get the bandw idth and RTT o f the path. The

experim ent lasted fo r about tw o day s, to see the varia�
tion o f the BDP. F ig. 3 is the BD P over the path from

SEU to CERN at 30m in in tervals.

Fig. 3� BDP on the path from SEU to CERN

It can be seen that although there are 18 hops on

the path, the va lue o f BD P is relat iv ely stab le dur ing

the t ime o f the tw o day s. The mean va lue o f BDP is

437 Kb its, and the standard dev ia tion is 36 Kb its.

B ased on the above resu lts, w e can suppo se that the

BDP over the lifetim e o f a connection does no t change

very much un less som eth ing unusua l happens in the

g lobal In terne,t so the va lue o f the TCP buf fer size

shou ld be stable fo r the connect ion. W ha t w e need to

do is to adjust the TCP buf fer size w hen the traf f ic be�
hav ior becomes a long�term bandw idth utilizat ion

managemen t for this ultra�long session.

F ig. 4 show s the experimental resu lts measured

be tw een SEU and CERN by increasing the TCP buf fer

size f rom 10K bits to 800Kb its.

The po lynom ia ls that f it the data in a least square

sen se are

P 1 = - 0�000 1x 2
+ 0�017 7x + 0�135 7� � 0< x # 90

( 3)
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F ig. 4� Throughput w ith diffe rent buffer size s

P 2 = 0�001 2x + 0�956 8� � 90< x< 800 ( 4)

It can be seen that although the BD P is about 450

K bits, the throughput has an obv ious increasing trend

w hen the buffer is se t be low 90 Kb its. So during this

period, the buffer size is the bo ttleneck o f transfer, but

after 90Kb its, the increasing trend is no t so obv ious.

There are no specia l changes o f throughput at the

po int around BDP. It should also be no ted that w hen

the TCP buf fer is set to 100Kb its, the throughput has

reached 1�1M b it / s, w h ich is the measuremen t resu lt

of Iperf fo r one TCP connec tion. That ref lects tw o

facts: one is that the result o f Iperf is be lievable; the

o ther is af ter the TCP buffer is set above 100K bits in

BBFTP, the ma in bo ttleneck changes f rom the TCP

buffer to the available bandw idth o f the ne tw o rk pa th.

In order to de term ine the bo ttleneck af ter the

buffer size is set above 100 Kb its. W e set the TCP

buffer size to 100Kb its and transfer a 10M file from

CERN to SEU wh ile using tcpdump to listen to the

pro cess o f the f ile transfer. In F ig. 5, the broken line is

the w indow advertised by the receiver ( rw nd). This

va lue is af fected by the TCP buffer size, and the con�
t inuous curv e is the value o f the instantaneous out�
standing da ta samp le s at various po ints in the life tim e

of the connection. W e can see tha,t a lthough the rw nd

is larg e, w hen congest ion occurs, bo th the rw nd and

outstand ing data decrease. It proves tha t the through�
put canno t be increased by increa sing the TCP buffer

size af ter the ava ilab le bandw idth has been reached.

F ig. 5� Outstanding da ta g raph

� � So w e can conclude that fo r a non high band�
w idth path, the performance o f the data transfer sy s�
tem w ill g reat ly depend on the number of parallel

stream num bers.

4� Data Transfer Expermi ents on IPv6N etw ork

The special features o f AM S�02 g round data

transm ission m ake it a typica l app licat ion fo r next

generat ion In terne.t CNG I (C hina N ex tG eneration In�
ternet) is an IPv6 prom o tion pro gram sponso red by 8

m inistries o f the Ch ine se central go vernm en.t Severa l

na tiona l IPv6 backbones w ill be se t up by carriers and

educationa l in stitutions. CERNET2 is the large st one

am ong them, w ith one o f its G igapops lo ca ted at

SEU. The CERNET2 backbone has been in operat ion

sinceD ecem ber, 2004. And CERN has a lso been con�
nected w ith several IPv6 backbones in Europe and

U SA. These bring us a chance to transport RC@ SEU

onto the IPv6 netw o rk.

B y using traceroute6, w e conf irm that the trans�
m ission path be tw een CERN and SEU and itsRTT are

consistent w ith the ones in the IPv4 netw o rk. Som e

experim ents w ere carried out using BBFTP wh ich had

been transpo rted to IPv6 platform. BDPs o f the TCP

connections fo r these experim ents w erem easured. Be�
cause o f page lim itation, the resu lts canno t be listed

here and w ill be described in ano ther paper in deta i.l

The results conf irm the observ ations w e m ade on the

IPv4 netw o rk. This is obv ious because TCP imp le�
m en tations are the sam e fo r bo th IPv4 and IPv6 net�
wo rk. These experim en ts also conf irm for us that

many trad it ional app lications on IPv4 netw o rk can be

easily transported on to IPv6 netw o rk.

5� Conclusion

AM S�02 ground da ta transfer is an ultra�long
bu lk data transm ission on the g loba l In terne,t so it is

suitab le fo r the IPv6�based nex t genera tion Internet

w orld�w ide. B y def in ing a special tunnel server, no t

on ly can the sy stem be imp lem ented in a heterog ene�
ous netw ork env ironm ent w ith IPv4 and IPv6 back�
bone co�ex isting, but a lso the transfer serv ice qua lity

can be guaranteed to som e ex tent w hen the Q oS o f

g lobal Interne t varies dynam ica lly in o rder to m ee t the

requ iremen ts o f the AM S�02m ission.

To improve the eff ic iency o f BBFTP so a s to

make be tter use o f the prec ious bandw idth o f the g lob�
a l In terne,t a series o f experiments w ere conduc ted in

the real netw o rk env ironmen ,t to study the ef fects o f

para llel stream s and the TCP buf fer size on the

throughput o f TCP connections. The re sults show that

the po sit ive ef fects o f para llel stream s on TCP connec�
tion throughput are mo re advantageous than chang ing

TCP buffer size under the curren t circum stances. So a
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m easurem ent too l can be embedded into BBFTP to

f ind the optim a l value o f the para llel stream s, and

w hen the path becom es high bandw idth in the future,

the too l can also be o f use in f inding the BDP va lue

term ly to m ake the TCP buf fer size adjustm ent po ssi�
b le.

W e be lieve that the experience s ga ined in im ple�
m enting and testing such an application w ill be o f

benef it to a ll sim ilar app licationsw hichm ay appear in

CNG I.
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AM S�02地面传输系统
吴 � 桦 � 龚 � 俭 � 周 � 渔

(东南大学计算机科学与工程系, 南京 210096)

(江苏省计算机网络技术重点实验室, 南京 210096)

摘要:为了研究在高能物理试验中使用超长 TCP连接进行数据传输的最佳效率, 分别在 IPv4和

IPv6网络协议上进行了一系列的试验寻求优化方法. 介绍了 AM S�02项目中东南大学地面传输系
统的总体结构,以及在 CERNET /CERNET2和欧洲粒子实验室之间进行的数据传输试验, 试验主

要研究了并行流数目和 TCP缓冲大小对传输效率的影响. 结果表明:在目前 CERNET的环境下,

找到最佳的并行流数目是提高传输效率的主要方法; TCP缓冲调节在目前的条件下效果不明显,

但是当可用带宽显著提高后会有明显的效果.

关键词:海量数据传输;效率; TCP缓冲;并行流; IPv6
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