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Abstract. To solve the problem of getting command and control (C&C) server 
address covertly for malware of Botnet or advanced persistent threats, we pro-
pose a novel C&C-server address discovery scheme via search engine. This 
scheme is com-posed of five modules. The botmaster uses publish module to is-
sue C&C-server IPs in diaries of several free blogs on Internet firstly. Then 
these diaries could be indexed by search engine (SE). When the infected termi-
nal becomes a bot, it uses keyword production module to produce search key-
word and submits some or all these keywords to SEs to obtain the search engine 
result pages (SERPs). For items in SERPs, the bot uses filtering algorithm to 
remove noise items and leave valid items whose abstract contain C&C-server 
IPs. Lastly the bot utilizes extraction and conversion module to extract these 
C&C-server IPs and translates them into binary format. The experimental re-
sults show that our proposed scheme is fully able to discover and obtain C&C-
server IPs via various search engines. Furthermore, if we set proper threshold 
value for SE, it can extract C&C-server IPs accurately and efficiently. 

Keywords: Top-K Algorithm; Search Engine; Command and Control Server; 
Botnet; Advanced Persistent Threat (APT)  

1  Introduction 

Botnets have become one of the biggest threats to Internet security. A typical bot-
net[1] is a highly controlled platform which consists of many compromised terminals 
(called bots)like  smartphone, tablet , or personal computer etc. 

The controller of botnet (called botmaster) can send commands to these bots 
through Command & Control (C&C) servers to launch various of network attacks, 
such as Phishing fraud, E-mail bombing Session Hijacking and DDoS attack[2-4]. 

Therefore, these C&C servers are the rendezvous points of bots and botmaster. 
Only if the bots find C&C-server address information (eg. IP address, domain name, 
URL) can they be controlled and managed by botmaster. Otherwise, these bots have 



no threat and practical value[5]. So how to find and get C&C-server addresses for 
bots is the first step to ensure the whole botnet to work correctly.  

There already exist several finding C&C-server address methods. The most com-
mon method is to directly hardcode C&C server address (i.e. static IP/domain name) 
into malware binary code of botnet[6]. But these hardcoded C&C server address will 
be easily analyzed through reverse analysis, sandbox, etc. The stealthy of this meth-od 
will become worse as the time goes on. For further improving stealthy, another find-
ing C&C-server address method by means of dynamic DNS service is introduced, 
such as Domain-Flux[7] and Fast-Flux[11]. The genuine C&C-servers address can be 
shield by mixed into many seemingly legal but nonexistent domain names or IPs. 
Unfortunately, the procedure of accessing C&C-servers address will produce a lot of 
failure DNS queries which seriously expose the bot behavior and cause the detection 
of C&C domains easily. 

Finding C&C-server address method is so critical for botnet that a more stealthy 
and secure finding scheme is really needed for botmaster. In this paper, inspired by 
the item structure in Search Engine Result Pages (SERP) as shown in Fig.1, we pro-
pose a novel C&C-server Address Finding scheme based on Search Engine, named 
CAFSE, to satisfy the latency and stealth of C&C-servers address finding process. 
CAFSE is mainly composed of Publish Module (PM), Keyword Production Module 
(KPM), Search Module (SM), Noise Item Filter Module (NIFM) and Extraction and 
Conversion Module (ECM). This paper will describe the mechanism of CAFSE in 
detail and present the simulation test results. 

The remainder of this paper is organized as follows: Section II presents the mecha-
nism of CAFSE. In Section III, we present the simulation test results of our proposed 
scheme. Finally, Section IV draws the conclusion. 

 
Fig. 1.   The valid item and noise item in Google's SERP 
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2 The Proposed Scheme 

The proposed CAFSE scheme is depicted in Fig.2.  The botmaster firstly uses PM to 
issue some C&C-server IP addresses as the text-format content in diaries of several 
Internet free blogs. These diaries can be indexed by search engine. When the infected 
terminal becomes a bot, it uses KPM to produce the keyword list and submits some or 
all keywords in this list to search engines to obtain the SERPs. Then the NIFM re-
moves the noise items and leaves the valid items whose abstract part contain C&C-
server IP addresses. Lastly the ECM extracts these C&C-server IP addresses and 
translates them into binary format. Thus, the bots can directly communicates with 
C&C-servers indicated by these binary-format IP addresses. 

 
Fig. 2.      The mechanism of CAFSE 

2.1 Publish Module 

In order to provide C&C-server IP addresses for bots, the botmaster uses this module 
to issue the newest C&C-server IP addresses on the webpage indexed by SE. So how 
to achieve this function is the main task of PM.  

Here we utilize blog, the most common thing on Internet, to implement the Publish 
Module. The botmaster can use one account name to register N (here, N =10 ) differ-
ent free blogs on Internet in advance. When needing to update the C&C-server IP 
addresses, the botmaster will issue new IPs on the diaries of these registered N Blogs. 
There are three points that need to be noticed as follows: 

Point1: For the convenience of bots to get the C&C-server IPs via SE, the botmas-
ter uses keyword and new C&C-server IP addresses as the title and content of the 
diary respectively when publishing these new C&C-server IPs in Blog, as shown in 
Fig.3. 

Point2: The number of C&C-server IPs in content part of the diary should be lim-
ited, because the abstract of valid item in SERP only can display a small section of the 
content text of the corresponding diary, not all of it (see Fig.1). This is decided by the 
abstract generation algorithm of SE. Here, the number is set less than 10.  



Point3: If there are a lot of C&C-server IPs (≥10) to be published, the botmaster 
can divide these IPs into several groups, each of which only contains less than 10 IPs , 
and then issue each group in one of Blog1~BlogN via the method described in Point1. 

 
Fig. 3.    The issued C&C-server IP addresses via the diary of free Blog 

2.2 Keyword Production Module 

The keyword is the query string that bots submit to SE to get the items including 
C&C-server IPs from SERPs. It is also the title of the diary where the botmaster is-
sues C&C-server IPs. The produced keyword by KPM should be unique in order to 
reduce the number of noise items in SERP as far as possible. Meanwhile the produced 
keyword should be randomness enough to avoid being detected and tracked. Moreo-
ver, the time-space cost of KPM should be low enough to do execution because of the 
limited resource for bots. Here, we employ the Message-Digest Algorithm 5 
(MD5)[24] as the KPM and use the MD5 value of date (YYYY-M-D, e.g. "2014-12-
6" ) as the keyword, as shown in Algorithm 1. 

Algorithm 1  KeywordProduction ( ) 
1:  String  Klist[13];   //Keyword List 
2:  String  Year, Day, DataStr; 
3: Year←get the year of current date of victim system; 
4: Day ← get the day of current date of victim system; 
5:  for ( int i=1 ; i <13; i ++) 
6: DateStr ← Year+"-"+itoa(i)+ "-"+Day;  

// date format is: YYYY-M-D 
7: Klist[i] ← MD5(DataStr); 
8:  end for 

In order to avoid producing overmany keywords in a short time,  KPM only pro-
duces 12 keywords for each day. When bots need to search, they will submit the en-
tire MD5 value of date (i.e. keyword) to SE not a part of it (see Section III. B). 

In order to avoid producing overmany keywords in a short time,  KPM only pro-
duces 12 keywords for each day. When bots need to search, they will submit the en-
tire MD5 value of date (i.e. keyword) to SE not a part of it (see Section III. B). 



2.3 Search Module 

For different SEs, Search Module constructs retrieval URL (Uniform Resource Loca-
tor) with each keyword in keyword list Klist[]. Then it submits these URLs to corre-
sponding SE to get the SERPs and extracts each item in SERPs to form item dataset 
Ω. 

Although the retrieval URL (rURL) may include many various parameters for dif-
ferent SEs,  the basic format of rURL is nearly the same except the slight difference in 
parameters name[25]. For example, the Google's basic rURL is " 
http://www.google.com/search?q=Keyword&num=20 ", while which of Baidu is 
"http://www.baidu.com/s?word= Keyword&rn=20". From the comparison of these 
two rURLs, we can see that the parameters "search", "q" in Google’s rURL, 
"s","word" in Baidu rURL have the same meanings. They both represent using text 
search function of Google and Baidu with query entry "Keyword". The rURL for oth-
er SEs also has the same basic format. In addition, after getting SERPs from SEs, the 
extraction of each item can be achieved by Jsoup Library[26].  

2.4 Noise Item Filter Module 

The item in Ω obtained from Search Module can be classified into two types: valid 
item and noise item, as seen in Fig.1. The valid item is the item whose abstract in-
cludes C&C-server IPs. The noise items means the rest items in Ω except valid items . 
For example in Fig.1, the first and fourth item are valid items, while the rest items are 
noise items.  

In SERPs, the valid items and noise items appear randomly without any regularity 
in order. So the NIFM should eliminate the noise items and gather valid items togeth-
er as much as possible, which can help bots extract C&C-server IPs effectively. Here 
we use the Top-K query algorithm[27] to implement NIFM to deal with item dataset 
Ω. The process is as follows:  

Firstly, compute the score for each item in Ω. Given set R={Ii:1≤i≤n}, where Ii is 
score vector for i-th item in Ω and Ii=(s1 , s2 , s3), n is the amount of item in Ω. Be-
cause each item is composed of 3 parts: title, link and abstract (see Fig.1), here s1, s2, 
s3 indicates the score of title, link and abstract of i-th item respectively. As shown in 
Fig.1, we can find that in the valid item, the keyword may appear in both title and 
abstract, while the string "blog" may appear mostly in link. This feature is obvious for 
valid item, but not for noise item. Therefore, the score s1 is the length of keyword 
included by title, s2 is the length of string "blog" included by link and s3 is the length 
of keyword included by abstract. 
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Secondly, set the weight vector w. Here, w =(w1, w2,… ,wv), we∈[0,1], 1≤e≤v, v 
is dimension of Ii , and v=3. According to the observation of the items in SERPs, we 
found that the number of times that keyword and string "blog" appears in abstract and 



link part of valid item is more than that keyword appears in title. Hence the relation 
for the corresponding weight of s1，s2，s3 is satisfied w1< w2 = w3. 

Lastly, execute the Top-K query procedure on R. For any e(1≤e≤v), if Ii[e]≥Ij[e], 
the query function f must be satisfied f(Ii)≥f(Ij). Thus it can be conclude that f should 
be a monotone increasing function. Here we let f be a weighted-sum function, as 
shown in formula (2):  
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When executing Top-K query algorithm on R, the top k values among f(I1) ~ f(In) 
will be returned. So the k items corresponded with these top k values have higher 
possibility of being the valid items. And the noise items can be filtered through this 
Top-K query procedure.  

2.5 Extraction and Conversion Module 

This module uses pattern matching algorithm to find and extract the IP pattern strings 
from the abstract part of the selected top k items by Top-K query procedure. Then it 
verifies if IP pattern strings are right or not.  

The right IP pattern strings will be converted into binary format IPs in order to fa-
cilitate bots to directly access the C&C-servers represented by these IPs. 

3 Simulation Results And Discussion 

In this section, we present some simulations to evaluate the performance of proposed 
CAFSE scheme.  

Table 1.   10 Free Blogs Used To Issue C&C-server IPs 

Number Blog  URL 
1 http://blog.163.com/gxjjxg_0617/ 
2 http://gxjjxg0617.blog.sohu.com/ 
3 http://blog.csdn.net/gxjjxg_0617 
4 http://www.guokr.com/i/0977717367/ 
5 http://hexun.com/gxjjxg0617/default.html 
6 http://blog.tianya.cn/blog-5204529-1.shtml 
7 http://gxjjxg0617.blog.51cto.com/ 
8 http://my.oschina.net/u/2254035/blog 
9 http://bbs.chinabyte.com/space-uid-469064.html 
10 http://blog.chinaunix.net/uid-29961317-id-4702765.html 

We firstly register 10 free blogs on Internet, as shown in Table I. To implement the 
function of Publish Module, we utilizes the Chrome-v39.0.2171.95m and Plug-in 
Tab-Snap-v1.2.9[28] to open and login on these 10 free registered blogs, then use the 
MD5 values of three dates as the diary's titles, several C&C-server IP addresses (each 
address format is "IP:Port Number" and separated by space) as the diary’s content and 
publishes these diaries on 10 Blogs listed in Table I respectively. 



The KPM , SM, NIFM and ECM are implemented in Java language and tested on a 
PC with an Intel Pentium G640 CPU of 2.8GHz, DDR3 SDRAM of 4 GB and Win-
dows 7 (32bit). 

3.1 Indexing Time and Quantity 

Indexing Time(IT) is period which starts from C&C-server IPs issued by Publish 
Module until the first valid item appears in SERPs. Indexing Quantity (IQ) denotes 
the number of valid items in SERPs of one SE. Here we use this two metrics to evalu-
ate the search results generated by the SEs for the 10 Blogs in Table I which contain 
the issued C&C-server IPs. 

For each MD5 value of three dates, we use Search Module to search in Google, 
Baidu, Bing and Haosou respectively and record the number of valid items in their 
SERPs at a fixed time in a day. This record process lasts 30 days. The IQ here was the 
average value of the number of valid items for this 30 days, as shown in Fig.4. 

From Fig.4, we can find that the IT of Haosou is 0 day, i.e. the first valid item con-
taining C&C-server IPs is successfully indexed as the same day as when C&C-server 
IPs were published. The IT of Haosou is the shortest one of 4 SEs. The IT of Google 
and Baidu is 1day, the worst is Bing whose IT is 6 day. This 4 SEs have big differ-
ence in indexing time, but most of them cost more than 1 day. Compared with the four 
existing C&C-server IP finding schemes for bots (see Section I), in our proposed 
method the appearance of C&C-server IPs in SERPs of 4 SEs is so slow that bots 
can't find and obtain the issued C&C-server IPs immediately through SEs. Therefore, 
this feature is consistent with the requirement that APT[29] and Botnet need malware 
to possess latency in order to increase their covertness.  

 
Fig. 4.   Valid item number in SERPs of 4 SEs varies with time 

In Fig.4, we can also see that the IQ of 4 SEs increase overall as time goes on, es-
pecially for Google and Baidu. And the IQ of 4 SEs is tending towards stability. At 
the time when C&C-server IPs are issued 30 days, the IQ of Google is stable at 6, 
which means Google presents better indexing effects. By contrast, the IQ of the other 
three SEs, i.e. Baidu, Haosou and Bing, decreases fewer. The indexing effect of this 
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three SEs is worse, but the bot still can get the C&C-server IPs from the these few 
valid items. 

3.2 Keyword Length and Direction Impact on Search Effect 

We select the first d characters of each keyword as the new keywords to do search test 
in 4 SEs, record IQs for these new keywords and compute corresponding average 
value of IQs for the same length new keywords, as shown in left part of Table 2. Note 
that this test is conducted at the time when C&C-server IPs were issued 30 days. 

It can been found that, as the new keyword length d increasing, the IQ of 4 SEs is 
also increasing. When using entire length of keyword, the IQ achieves the maxi-mum. 
Therefore, only using the whole MD5 value of date as search keyword can the best 
search result be presented. 

Table 2.   Selected direction and different length of new keyword impact on search effect  

Search 
Engines 

from beginning to end from end to beginning 
d=8 d=16 d=24 d=32 d=8 d=16 d=24 d=32 

Google 0 0 0 6 0 0 0 6 
Baidu 0 1 1 3 1 1 0 3 
Bing 0 0 0 1 0 0 0 1 
Haosou 1 3 4 3 2 4 1 3 

 

In addition, changing selection direction of new keyword can't improve the search 
result. The right part of Table 2 presents test result for different length new keywords 
which are selected in reverse direction (i.e. from end to beginning). Obviously, if d is 
8, 16 and 24, the total number of valid items obtained from Google, Baidu and Bing is 
2, which is the same as in right part of Table 2. Meanwhile, the number of valid items 
obtained from Haosou is decreased. Therefore, compared with left part of Table 2, the 
keyword selected in reverse direction can't help improve search effect. 

3.3 Different K Impact on Filtering Noise Item  

Although the number of valid items increases as the time goes on, the number of noise 
items also increases. We use Top-K query algorithm to make valid items to appear in 
the first ranking k items as far as possible, so that the noise items can be filtered effi-
ciently, which is convenient for bots to extract C&C-server IPs.  

Fig.5 presents different k values impact on the accuracy achieved by using Top-K 
algorithm on the SERPs of 4 SEs ( w=(w1, w2 , w3)=(0.2 , 0.4 , 0.4) ). Here, accuracy 
means the percentage of valid items that appear in the top k items obtained from using 
Top-K algorithm on SERPs. We can find that the accuracy is rather sensitive to the 
variation of k values. For example, the range of k for Google varies in 1≤k≤6, which 
for other SEs is k≤3. As a whole, the accuracy for 4 SEs shows a decreased tendency 



along with increment of k , which means that the percentage of noise items in the 
selected top k items becomes higher. Therefore, different k values should be set for 
different SEs due to their difference in search ability and indexing mechanism.  

 
Fig. 5.    Different K values impact on filtering noise items  

4 Related Work 

From the currently published literatures about this topic, the existing methods for 
finding C&C-server address can be grouped into four categories: 

• Static IPs /domain name: The IPs/domain names of C&C-servers are hardcoded 
into malware beforehand. When the terminal is infected by this malware and be-
come a bot, it directly communicates with C&C-servers represented by these 
IPs/domain names and joins into corresponding botnet. The typical malwares are 
Merga-D and Rustock[6]. The big disadvantage of this approach is that the hard-
coded IPs or domain names in malware can be obtained by reverse engineering 
analysis. So that the corresponding C&C-servers are easy to be tracked and shut 
down. 

• Domain-Flux: Bots use a special domain name generation (DGA) algorithm to 
produce a number of bogus domain names but some of which represent real C&C-
servers. Then the bots attempt to send DNS query for each bogus domain name, try 
to find out those ones who receive successful DNS response, and communicate di-
rectly with them. The typical malwares are Conficker, Pushdo and Bobax[7]. Alt-
hough Domain-Flux method is more invisible and robust , the DNS query packets 
still present obvious features which can provide a way to detect and block this 
method in local network[8-10]. 

• Fast-Flux: Some of bots who own public IP addresses have been disguised 
"proxy", other bots can communicate with C&C servers only via these proxy 
bots[11]. To enhance the flexibility and invisibility, the IP addresses of proxy bots 
are always changing. But there already exist some detection schemes against Fast-
Flux method and achieve good effect[12][13].  
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• P2P-based method: P2P bots (e.g. Phatbot、Nugache[14]) utilize some inherent 
dynamic discovery mechanism of P2P protocol to find C&C-servers[15], such as 
Chord, Symphony, Kelips and so on. Once the bot of this type is identified, the 
C&C-servers may be exposed in its distributed hash table record[16]. Based on this 
point, researchers have already proposed some effective detection schemes for this 
C&C-servers finding process[17-23]. 

5 Conclusion 

In this paper, inspired by  item structure in search engine result pages,  we provide a 
novel C&C-server IP addresses finding scheme based on search engine, named 
CAFSE, for solving the problem that how to find and obtain the C&C-server IP ad-
dresses for malware  in APT and Botnet. CAFSE mainly consists of several modules 
as PM, KPM, SM, NIFM and ECM. The main advantage of this scheme is enhancing 
the stealth of acquiring the C&C-server addresses procedure for bots, due to using 
public search engine service and blog. The experimental results show that our pro-
posed scheme can find and extract C&C-server IP addresses via various search en-
gines accurately. The future research work will be launched in the following aspects: 
(1) how to increase the amount of valid item in SERPs. (2) for keeping better security, 
consider  how to  issue the C&C-server IP addresses in covert ways rather than issu-
ing the plaintext of C&C-server IP addresses directly in abstract part of valid item. (3) 
further improve the Top-K algorithm to filter noise items as far as possible. 
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